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ABSTRACT

Uncertainty exists concerning the links between synoptic-scale processes and tornado outbreaks. With

continuously improving computer technology, a large number of high-resolution model simulations can be

conducted to study these outbreaks to the storm scale, to determine the degree to which synoptic-scale

processes appear to influence the occurrence of tornado outbreaks, and to determine how far in advance

these processes are important. To this end, 50 tornado outbreak simulations are compared with 50 primarily

nontornadic outbreak simulations initialized with synoptic-scale input using the Weather Research and

Forecasting (WRF) mesoscale model to determine if the model is able to distinguish the outbreak type 1, 2,

and 3 days in advance of the event. The model simulations cannot resolve tornadoes explicitly; thus, the use

of meteorological covariates (in the form of numerous severe-weather parameters) is necessary to determine

whether or not the model is predicting a tornado outbreak. Results indicate that, using the covariates, the

WRF model can discriminate outbreak type consistently at least up to 3 days in advance. The severe-weather

parameters that are most helpful in discriminating between outbreak types include low-level and deep-layer

shear variables and the lifting condensation level. An analysis of the spatial structures and temporal evo-

lution, as well as the magnitudes, of the severe-weather parameters is critical to diagnose the outbreak type

correctly. Thermodynamic instability parameters are not helpful in distinguishing the outbreak type, pri-

marily because of a strong seasonal dependence and convective modification in the simulations.

1. Introduction

An understanding of tornado outbreaks remains elu-

sive despite an increasingly dense surface observation

network, a consistent upper-air network of radiosondes,

and continuously improving computer technology, which

enables the use of powerful, highly resolved numerical

simulation and prediction models. Recent events un-

derscore the difficulty of this task; for example, the 3

May 1999 tornado outbreak was not evident to fore-

casters until a few hours before the event (Thompson

and Edwards 2000). Other events, such as the 6 April

2001 severe-weather outbreak, were expected to pro-

duce numerous tornadoes but did not do so. These oc-

casional misses and false alarms in the prediction of

tornado outbreaks clearly indicate the need for in-

creased understanding of these events and how they

differ from similarly significant outbreaks with rela-

tively few tornadoes (e.g., Stensrud et al. 1997, hereafter

SCB97; Doswell and Bosart 2001; Doswell et al. 2006,

hereafter D06).

The AMS Glossary of Meteorology (Glickman 2000)

suggests a tornado outbreak has ‘‘multiple tornado

occurrences associated with a particular synoptic-scale

system.’’ Most efforts to define tornado outbreaks focus

on the numbers of tornadoes, but these numbers often

vary from study to study (e.g., Pautz 1969; Galway 1975,
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1977; Grazulis 1993). Recently, D06 proposed a new

methodology that, instead of defining tornado out-

breaks formally, ranked these events in terms of mete-

orological significance and societal impact. This meth-

odology incorporated a number of variables rather than

focusing solely on the number of tornadoes. D06 stated

that one of the primary goals of their methodology was

to identify ‘‘the most important, prototypical cases for

study’’ (p. 939). Furthermore, the ranked tornado out-

breaks each were associated with one particular syn-

optic-scale system, in accordance with the AMS Glos-

sary definition given above.

Uncertainty exists concerning the links between

synoptic-scale processes and the likelihood of tornado

outbreaks (e.g., Johns and Doswell 1992; Doswell et al.

1993; Doswell and Bosart 2001). These relatively recent

assessments come after years of research focused on

finding these links. The foundational studies were based

on typical severe-weather environments, such as the

identification of the ‘‘loaded gun’’ sounding (Fawbush

and Miller 1952) and the development of three basic

types of severe-weather soundings (Fawbush and Miller

1954). Beebe (1955) added the ‘‘inverted V’’ sound-

ing as a potential severe-weather environment. Subse-

quently, research expanded to identify synoptic situa-

tions associated with such environments. Porter et al.

(1955) discussed typical synoptic-scale environments

associated with squall lines. Beebe (1956) found some

limited benefit in compositing rawinsonde data in a

relatively small area in proximity to tornadoes. Miller

(1972) identified five map types associated with tornado

outbreaks. Reviews of these early investigations can be

found in Schaefer (1986) and Doswell (2007a).

The primary convective mode often has major im-

plications on whether or not a tornado outbreak will

occur (Doswell and Evans 2003). Unfortunately, the

correct prediction of storm type in an operational en-

vironment is a difficult task (SCB97), though recent

studies (e.g., James et al. 2006) are beginning to shed

light on this forecasting problem. SCB97 used a meso-

scale model and analyzed forecast severe-weather pa-

rameters to determine if the model was able to distin-

guish between tornadic and nontornadic thunderstorms.

Results of SCB97 were promising, but only nine cases

were used in their study. They noted that the model

appeared to work best with the most significant severe-

weather outbreaks. These outbreaks were considered

‘‘synoptically evident’’ (Doswell et al. 1993), whereas

the more isolated tornado events used in the study were

associated less clearly with synoptic-scale controls.

One approach to determining the influence of synoptic-

scale processes on severe-weather outbreaks is to ini-

tialize mesoscale models with synoptic-scale input at

various times preceding tornado outbreaks to deter-

mine if the model can accurately and consistently pre-

dict tornado outbreaks. These simulations should be

compared to similar, yet distinct, severe-weather out-

breaks in order to determine which factors are pertinent

for the development of tornado outbreaks. It is not

appropriate to compare tornado outbreaks to situations

without significant severe convective storms for this

purpose. Major tornado outbreaks are rare events; many

days without tornado outbreaks are trivial to forecast as

nonevents, whereas it is much more challenging to de-

termine the likelihood of a tornado outbreak if severe

convection is expected to be widespread. Hence, the

results of this study were based on the condition that a

severe-weather outbreak already had occurred.

Accordingly, we chose to compare tornado outbreak

(TO) simulations with primarily nontornadic outbreak

(PNO) simulations. In D06, PNOs were ranked using a

similar methodology to that of TOs. D06 ensured that

TOs and PNOs were mutually exclusive. TOs had to

have at least seven tornadoes during a 24-h period,

whereas PNOs were required to have fewer than seven.

D06 again used a methodology that identified the most

significant PNOs clearly associated with one synoptic-

scale system.

Results presented here represent comparisons be-

tween TO and PNO simulations done in a purely diag-

nostic fashion. That is, the ability of mesoscale models

to discriminate between TOs and PNOs has been evalu-

ated in an a posteriori manner. The a priori determi-

nation of whether an outbreak will occur, or when to use

the results of this research in an operational environ-

ment, is beyond the scope of this study.

2. Data and methodology

a. The cases

Using the methodologies for both TOs and PNOs as

described in D06, we chose to simulate the top 50 out-

breaks of each type. Fifty cases of each type were se-

lected to ensure the stability and meaningfulness of the

conclusions from the analyses, while ensuring that the

cases were appropriately distinct in terms of the type of

severe weather observed. The top 50 TOs were from the

period 1970–2003 (Table 1), and the top 50 PNOs were

from the period 1980–2003 (Table 2). Reasons for the

differences in time periods are provided in D06. The

TOs were most numerous during the spring and early

summer (March–June) with a minor increase in Novem-

ber, whereas the PNOs were most numerous in the

summer (June–August) when tornado outbreaks were

at a minimum (Fig. 1). The cases used for this study
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were centered on various geographic locations across

the United States east of the Rocky Mountains (Fig. 2).

The TOs commonly were centered on portions of the

central and southern plains to the Mississippi Valley,

with a lack of cases located in the Northeast (Fig. 2a).

The PNOs were more numerous slightly northward of

the TO maximum, with a noticeable minimum of cases

in the lower Mississippi Valley (Fig. 2b).

Each outbreak day was from the period 1200 UTC

on the date indicated in the tables to 1200 UTC on

the following day (day 1 1). Although severe weather

peaked at various times during the 24-h period

depending on the outbreak, all but one case (5 July

1980) was considered valid at 0000 UTC on day 1 1.

For example, the valid time of the 3 May 1999 tornado

outbreak was 0000 UTC 4 May 1999. Because the valid

time of the 5 July 1980 PNO did not match the valid

times of any of the other outbreak cases, it was ex-

cluded from the study.

b. The initial dataset

The data used for the initialization of the model runs

were the National Centers for Environmental Prediction–

National Center for Atmospheric Research (NCEP–

NCAR) reanalysis datasets (Kalnay et al. 1996). These

datasets are available at 0000, 0600, 1200, and 1800 UTC

each day from 1948 to the present. The reanalysis out-

put has a horizontal grid spacing of 2.58 latitude by

TABLE 1. Forecast classifications for the 50 TOs on a particular date at 1-/2-/3-day classifications, separated by slashes. Lightface italics

with an asterisk indicate little or no simulated convection within 6 h of the valid time in the innermost domain (D05). Boldface italicized

entries indicate simulated convection featured supercellular characteristics.

17 Apr 1970 H/M/H 7 Jun 1984 H/L/M 19 Apr 1996 H/L*/H

21 Feb 1971 VH/VH/VH 31 May 1985 VH/H/H 1 Mar 1997 VH/VH/VH

14 Dec 1971 VH/VH/VH 8 May 1988 M/H/H 16 Apr 1998 VH/VH/H

26 May 1973 H/M/L* 15 Nov 1988 VH/VH/VH 31 May 1998 VH/VH/H

27 May 1973 VH/VH/H 13 Mar 1990 VH/VH/H 21 Jan 1999 VH/H/H

25 Sep 1973 H/L*/H 2 Jun 1990 VH/H/VH 8 Apr 1999 H/H/H

3 Apr 1974 VH/VH/VH 26 Apr 1991 H/H/H 3 May 1999 L*/L*/L*

8 Jun 1974 H/VH/H 15 Jun 1992 M/M/M 4 May 1999 VH/VH/H

20 Mar 1976 VH/VH/VH 16 Jun 1992 H/H/H 23 Apr 2000 M/H/H

29 Mar 1976 VH/VH/VH 21 Nov 1992 VH/VH/VH 24 Feb 2001 VH/VH/VH

4 May 1977 H/H/H 22 Nov 1992 VH/VH/VH 23 Nov 2001 VH/H*/VH*

10 Apr 1979 H/H/H 7 May 1993 L/L*/L* 24 Nov 2001 VH/VH/VH

7 Apr 1980 VH/VH/VH 7 Jun 1993 H/H/VH 10 Nov 2002 VH/VH/VH

15 Mar 1982 VH/H/H 27 Mar 1994 VH/VH/VH 4 May 2003 VH/H/H

2 Apr 1982 VH/VH/VH 26 Apr 1994 L/L*/H 6 May 2003 M/H/L*

28 Mar 1984 VH/VH/VH 18 May 1995 H/H/VH 10 May 2003 VH/VH/VH

26 Apr 1984 H/VH/VH 27 May 1995 H/H/H

TABLE 2. As in Table 1, but for the 50 PNOs.

2 Jul 1980 VH/VH/VH 4 Jul 1985 VH/VH/VH 18 May 1996 VH/VH*/VH*

5 Jul 1980 Excluded 9 Jul 1985 VH/VH/VH 20 Jun 1997 VH/VH/VH

8 Jul 1980 VH/VH*/VH 10 Jul 1985 H/VH/H 21 Jul 1998 VH/ VH*/VH*

12 Jul 1980 H/H/H 6 Aug 1985 VH/VH/VH 22 May 1999 H/VH/VH

16 Jul 1980 VH/H/VH 6 May 1986 H/H/M 21 Jul 2000 H/VH/VH

6 Aug 1980 VH/H/H 1 Aug 1986 VH/VH/VH 11 Sep 2000 H/H/H

28 Apr 1981 M/H/H 17 Jun 1987 VH/VH/VH 9 Apr 2001 L/L/L

8 May 1981 H/H/H 5 Jul 1987 VH/H/H 14 Apr 2001 M/H/VH

8 Jun 1982 H/H/H 21 May 1989 VH/M/VH 14 Jun 2001 M/M/H

3 Aug 1982 VH/VH/H 5 Aug 1989 VH/VH/VH 2 May 2002 L/L/L

4 Jul 1983 H/H/H 20 Nov 1989 L*/L*/L* 15 Jun 2002 VH/VH/VH

19 Jul 1983 VH/VH*/VH* 16 Apr 1990 VH/VH/L 16 Aug 2002 M/VH/VH

29 Aug 1983 VH/VH/VH* 4 Jul 1992 VH/VH/VH* 2 May 2003 VH*/VH/VH

12 May 1985 VH/VH*/VH 12 Oct 1993 H/VH/H 7 Jul 2003 H/VH/H

4 Jun 1985 VH/VH/VH 10 Apr 1994 L/L/L

5 Jun 1985 VH/H/H 15 Jul 1995 VH/VH/H

7 Jun 1985 H/H/H 25 Jul 1995 VH/VH/VH

24 Jun 1985 VH/VH/VH 5 May 1996 M/H/M
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longitude (corresponding roughly to 200–225 km). There

are 17 vertical levels. To produce these datasets, data

assimilation is performed using a spectral statistical

interpolation technique (Derber et al. 1991; Parrish

and Derber 1992), quality control of rawinsonde data

based on Collins and Gandin (1990, 1992), optimal

interpolation-based quality control (OIQC) of other

data (Woollen 1991; Woollen et al. 1994), optimal in-

terpolation of sea surface temperature (SST) reanalysis

(Reynolds and Smith 1994), and a one-way coupled

ocean model (Ji et al. 1994). NCEP–NCAR reanalysis

incorporates the use of a T62/28-level NCEP global

spectral model for data assimilation. The vertical struc-

ture generally contains five levels in the boundary layer

(for reasonable resolution of this layer) and is increasingly

stretched with height. The model is described fully in

Kanamitsu (1989) and Kanamitsu et al. (1991), with de-

tails regarding model physics and dynamics included.

The process of OIQC in the development of NCEP–

NCAR reanalysis data results in the removal of any data

considered grossly erroneous (whether by instrumen-

tation error, human error, communication problems,

etc.) and observations containing ‘‘large errors of rep-

resentativeness that are accurate but whose measure-

ments represent spatial and temporal scales impossible

to resolve properly in the analysis-forecast system’’

(Kalnay et al. 1996, 446–447). Since this dataset consists

of horizontal and vertical grid spacings consistent with

the synoptic scale (e.g., Orlanski 1975; Holton 1992),

this procedure satisfies our requirement to minimize

subsynoptic-scale features from the model input. More-

over, this dataset covers analyses from 1948 to the pre-

sent, which allowed the consideration of a large number

of cases. This is important in tornado outbreak studies,

given that these are rare events, necessitating a long pe-

riod of record to be used in order to have a sufficiently

large sample (Doswell 2007b) to draw meaningful con-

clusions.

c. The mesoscale model

The Weather Research and Forecasting (WRF) me-

soscale model, version 2.1.2, (Skamarock et al. 2005)

was chosen for this project. The WRF uses a fully

compressible, nonhydrostatic dynamical core. The hor-

izontal grid uses Arakawa-C staggering, and the vertical

coordinate is a terrain-following hydrostatic-pressure

parameter. Time integration uses a third-order Runge–

Kutta scheme with appropriately small time steps for

acoustic and gravity waves and is described in Wicker

and Skamarock (2002). Lateral boundary conditions

were implemented using the NCEP–NCAR reanalysis

datasets at the appropriate times. The model top was

50 hPa.

Each simulation consisted of five domains (Fig. 3). The

outermost domain (D01) was fixed, used grid spacing of

162 km with dimensions of 70 3 35 (x and y directions,

respectively), and was centered at 408N and 1008W. The

second domain (D02) used grid spacing of 54 km with

dimensions of 100 3 70 and was also fixed for each run.

Domain 3 (D03) used grid spacing of 18 km with di-

mensions of 121 3 121 and was translated according to

the general location of an outbreak on its relevant day.

This positioning was performed manually and was based

on the severe reports as plotted on the Storm Prediction

Center’s (SPC) software package called SVRPLOT

(Hart 1993). Domain 4 (D04) used grid spacing of 6 km

with dimensions of 202 3 202 and was also translated in

the same manner as for domain 3. Domain 5 (D05) used

grid spacing of 2 km with dimensions of 502 3 502 and

FIG. 1. Number of tornadic and primarily nontornadic outbreaks by month used in this study.
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was fixed (relative to D04) for each run. There were

31 vertical levels for each domain. Two-way nesting

(Skamarock et al. 2005) was used for each simulation.

The model physical schemes used in the simulations

(Table 3) were selected, and others were eliminated,

based on theoretical assumptions or initial experimen-

tation. For example, the WRF Single-Moment 6-class

(WSM6) microphysics scheme was selected because it

includes graupel and its associated processes, which is

necessary for simulating convection at scales for which

deep convection is explicit (Skamarock et al. 2005).

d. The methodology

Each outbreak case was simulated for 1-, 2-, and 3-day

forecasts for a total of 300 simulations. These forecast

periods were chosen to investigate the trends over a

3-day window in the ability of the WRF to distinguish

outbreak type and provide qualitative and quantitative

evidence into the degree of synoptic-scale involvement

influencing the occurrence of tornado outbreaks during

this temporal window.

The model output was analyzed subjectively. Although

objective analysis of these cases is currently under way

FIG. 2. Approximate centers of the (a) TOs and (b) PNOs used in this study. Two outbreak

centers overlap for TOs, leaving 48 points. One outbreak center overlaps for PNOs, leaving

49 points.
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and is essential to complete a determination of the

WRF’s ability to distinguish outbreak type (see section

5), a subjective analysis was useful for several reasons. It

can be combined with objective techniques to ensure a

more complete understanding of the model’s ability to

discriminate TOs from PNOs. Similar analysis has been

conducted in previous studies (e.g., Jankov et al. 2005).

Subjective analysis can explain why objective techniques

succeed in some circumstances and fail in others (e.g.,

SCB97); similarly, it can be used to improve the meth-

odologies used in objective analysis (see section 4). Fi-

nally, subjective analysis of these simulations can be a

good way to evaluate the performance of objective tech-

niques, as it provides an estimate of how well objective

techniques should perform for these simulations.

Because it is not feasible to resolve tornadoes ex-

plicitly in a mesoscale model given the scope of this

project, meteorological covariates (Brown and Murphy

1996) were analyzed to determine if the model was

predicting the correct type of outbreak. In our study,

these meteorological covariates were severe-weather

parameters that can be resolved by the mesoscale model

and have been shown to be associated with tornadoes

(e.g., Davies-Jones et al. 1990; Davies and Johns 1993;

Droegemeier et al. 1993; Johns et al. 1993; Brooks et al.

1994a,b). Previous work focused on using severe-

weather parameters to distinguish tornadic from non-

tornadic storms, supercells from other storm types, sig-

nificant severe storms from less significant severe storms,

etc., using observed or model-derived sounding data (e.g.,

Rasmussen and Blanchard 1998; Craven et al. 2002a,b;

Doswell and Evans 2003; Thompson et al. 2003), rean-

alysis data (e.g., Brooks et al. 2003b), or model forecast

severe parameters (e.g., SCB97). Because the focus here

was on distinguishing TOs from PNOs, both of which may

and often do consist of supercells, the convective mode

was not considered in distinguishing outbreak type (see

section 4f).

After an analysis of more than 20 severe-weather pa-

rameters for each simulation, a list of the parameters

FIG. 3. Sample domain setup for WRF simulations. This example was used for the 3 May 1999 TO simulations.

TABLE 3. Model physical schemes used for this study.

Model physics References

WSM6 microphysics Lin et al. (1983), Dudhia (1989), Hong et al. (1998),

Skamarock et al. (2005)

Grell–Devenyi convective scheme; not used for D04 and D05 Grell and Devenyi (2002)

Yonsei University planetary boundary layer scheme Hong and Pan (1996)

MM5-derived surface layer scheme Skamarock et al. (2005)

Five-layer thermal diffusion land surface model Skamarock et al. (2005)

Rapid radiative transfer model for longwave radiation Mlawer et al. (1997)

Dudhia shortwave radiation scheme Dudhia (1989)
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most helpful in distinguishing outbreak type and the

approximate magnitudes to discriminate outbreak types

was obtained (Table 4). Most of the parameters were

vertical shear [i.e., the bulk shear and the Bulk

Richardson number shear (BRNSHR)] or storm-relative

[i.e., storm-relative environmental helicity (SREH) and

storm-relative flow (SRFL)] variables. Additionally, the

energy helicity index (EHI) and lifting condensation

level (LCL) were also found to be helpful in the dis-

crimination of outbreak types. The selection of these

parameters is consistent with results of previous studies

(Droegemeier et al. 1993; Johns et al. 1993; SCB97;

Rasmussen and Blanchard 1998; Brooks et al. 2003b;

Doswell and Evans 2003; Thompson et al. 2003). The

severe-weather parameters in Table 4 should not be in-

terpreted as those that are the best discriminators of all

severe-weather parameters. The goal of this study is not

to find the best discriminators; instead, the goal is to

determine the ability of the model to distinguish out-

break type based on the forecast of severe-weather pa-

rameters known to be associated with tornadoes and

significant severe weather. Furthermore, this study fo-

cuses on comparing severe-weather outbreak environ-

ments rather than individual storm environments (such

as comparing tornadic supercells with nontornadic

supercells). Therefore, direct comparison of the results

of this study to proximity sounding studies is not

recommended.

Each forecast was placed in one of four categories.

The procedure for case classification was straightfor-

ward. Every severe-weather parameter in Table 4 was

analyzed individually for each case. The magnitudes for

every parameter were analyzed using the values listed in

Table 4 to distinguish the outbreak types. For all pa-

rameters except LCL, larger values than those found in

Table 4 signified TOs. The analysis of spatial structure

included the areal coverage of the severe parameter (in

relation to the size of the outbreak). For example, a TO

with forecast 0–1-km SREH above 150 m2 s22 in a small

area relative to the size of the actual outbreak would not

be considered ‘‘proper discrimination.’’ However, a TO

with very high 0–1-km SREH in a region approximately

the size of (or larger than) the outbreak would be con-

sidered a correct discrimination.

Based on the forecast magnitude and spatial structure

of the parameter, the forecast parameter was labeled

‘‘1’’ for proper discrimination and ‘‘0’’ otherwise. These

values were summed up for the 10 parameters from

each case, and classifications were designated based on

this sum. A very high (VH) classification indicated that

at least eight severe-weather parameters favored the

correct type of outbreak. A high (H) classification

meant that six to eight of the severe-weather parameters

favored the correct type of outbreak. A medium (M)

classification indicated that four to six of the severe

parameters favored the correct type of outbreak. A low

(L) classification meant that the majority of severe pa-

rameters favored the wrong type of outbreak. Some

overlap for the categorizations was allowed because

some of the variables are undoubtedly related (e.g., 0–1-

and 0–3-km SREH), and these associations might in-

terfere with a more appropriate classification. For ex-

ample, a case in which every parameter except 0–1- and

0–3-km SREH favored the correct type of outbreak

would be labeled VH rather than H.

3. Results

In at least 70% of the cases for each forecast period,

the selected individual severe-weather parameters

could be used to distinguish outbreak type correctly

with an even higher percentage discriminated correctly

(;80%) when these parameters were analyzed in com-

bination (Table 5). Convective available potential en-

ergy (CAPE; e.g., SCB97), convective inhibition (CIN;

Colby 1984), the level of free convection (LFC), and

vorticity generation potential (VGP; e.g., Rasmussen

and Blanchard 1998) generally were not found to be

TABLE 4. Severe parameters analyzed in each WRF forecast. The magnitudes of the parameters indicate the general threshold values/

ranges to discriminate outbreak types. Values above the thresholds for all parameters but LCL indicate values commonly found in TOs.

(Values below the LCL threshold were those commonly found in TOs.)

Severe parameter Magnitudes References

LCL 1000 m AGL Rasmussen and Blanchard (1998)

0–1-, 0–3-, and 0–6-km bulk shear 10–15, 25–30, and 40–45 kt Bunkers (2002)

0–1- and 0–3-km SREH 150 and 250 m2 s22 Davies-Jones et al. (1990), Davies and

Johns (1993), and storm motions

based on Maddox (1976)

0–1- and 0–3-km EHI 2–3 and 3–5 Hart and Korotky (1991)

BRNSHR 30–40 m2 s22 Droegemeier et al. (1993)

SRFL ;2 km AGL 13–15 m s21 Kerr and Darkow (1996)
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helpful in the discrimination of outbreak type and were

not used when classifying each case. For example,

CAPE was present in all but one case (20 November

1989), but the forecast magnitudes and spatial structures

were not associated clearly with outbreak type. A dis-

cussion regarding the inability of several thermody-

namic instability parameters to aid in outbreak dis-

crimination will be given in section 4.

A comparison of the 2 June 1990 TO (Figs. 4a and 6)

with the 20 June 1997 PNO (Figs. 5a and 7) indicated that

0–1-km SREH and LCL are distinct in terms of both

magnitudes and spatial structures. [In this analysis and

those that follow, the tornado reports for the TOs (Fig. 4)

and all severe reports for the PNOs (Fig. 5) are provided.]

In the TO simulation, 0–1-km SREH (Fig. 6a) was very

high (exceeding 300 m2 s22 in much of Illinois and In-

diana) along and ahead of an approaching cold front (Fig.

6d). LCLs were below 1000 m above ground level (AGL)

in much of the warm sector (Fig. 6b). A 500-hPa low was

located in the northern plains with strong southwesterly

flow (.35 m s21) approaching Illinois (Fig. 6c). In the

PNO simulation, 0–1-km SREH was much weaker

(generally well below 200 m2 s22) and encompassed less

area than in the TO simulation (Fig. 7a). LCLs were

higher in the PNO simulation (generally above 1000 m

AGL; Fig. 7b). Both 0–1-km SREH and LCLs were

highest in an east–west corridor in northern Iowa,

southern South Dakota, and southern Minnesota, asso-

ciated with a warm front (Fig. 7d) below generally zonal

500-hPa flow parallel to the surface boundary (Fig. 7c).

This comparison illustrates two main results found

when analyzing the simulations. First, in general, TO

simulations featured more favorable parameters encom-

passing a much larger area than in PNO simulations. This

implies that both the magnitudes and the spatial struc-

tures of the severe parameters were important for dis-

tinguishing outbreak type, particularly for outbreaks

during the spring, when the magnitudes of many of the

severe-weather parameters were similar for TOs and

PNOs (e.g., Fig. 8). In these cases, visually assessing the

spatial structure of the parameters was critical for correct

diagnosis of outbreak type (e.g., Fig. 9).

Second, similar synoptic patterns favored one type

of outbreak. Miller (1972) presented five map types

associated with tornado occurrence (available online at

http://stinet.dtic.mil/cgi-bin/GetTRDoc?AD5AD744042

&Location5U2&doc5GetTRDoc.pdf) and suggested

some of these map types were associated with more

isolated tornadoes (or none at all), whereas others fre-

quently were associated with a large number of torna-

does. In our study, all TOs were similar in appearance to

the type A (Fig. 12 in Miller 1972), type B (Fig. 13 in

Miller 1972), or type D (Fig. 15 in Miller 1972) synoptic

map types. The type B map type features strong south-

west flow atop a cold front or dryline aligned in a di-

rection containing a strong perpendicular component to

the midlevel flow (e.g., Figs. 9a,c). Type A is similar to

the type B pattern except without an accompanying

surface low. The type D map features a cold upper-level

low with a surface occluded front. In these situations, it is

common for convection to develop along the occlusion

(generally east of the surface low) where strong south-

westerly flow is found in the midlevels (e.g., Fig. 10).

However, PNOs were commonly associated with the

type C (Fig. 14 in Miller 1972) or type E (Fig. 16 in

Miller 1972) map types. The type C map type features a

quasi-stationary front with midlevel flow parallel to the

surface boundary. The type E map type is similar, but a

surface low is also present (with associated warm and

cold fronts). In the type E map type, midlevel flow is

parallel to the warm front (e.g., Fig. 7). Types C and E

patterns tend to favor large hail and damaging winds

rather than tornadoes because convection often de-

velops where instability is weak, and instability is

generally higher where shear and stronger synoptic-

scale lift are weaker. Last, PNOs favored northwest

flow in the midlevels atop a surface boundary posi-

tioned west to east or southwest to northeast, similar

to the types G and Q map types discussed by Johns

(1984).

The categorizations for each forecast based on how

many of the severe-weather parameters favored the

correct outbreak type for 1-, 2-, and 3-day forecasts

(Tables 1, 2, and 5) were first limited to analyzing only

the region in which the outbreak actually occurred only

at the valid time of 0000 UTC on day 1 1. (As will be

discussed in section 4, accounting for phase errors and

looking at the temporal evolution of simulated out-

breaks can be important in some cases.) The results

suggest three main findings. First, the number of VH

and H classifications far outnumbered the number of M

TABLE 5. Number of forecasts for each outbreak type (i.e., TO

or PNO) and for each category (i.e., VH, H, M, and L) for each

forecast period. Classifications based on analyses at the valid time

of the outbreak (0000 UTC) and only in the region where the

outbreak actually occurred.

Forecast type 1 day 2 day 3 day

TO–VH 28 24 22

TO–H 15 17 22

TO–M 4 3 2

TO–L 3 6 4

PNO–VH 28 29 26

PNO–H 12 14 16

PNO–M 5 2 2

PNO–L 4 4 5
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and L classifications. Generally, between 75 and 85% of

TOs and PNOs were classified correctly by the severe-

weather parameters for all three forecast periods.

Second, the number of VH classifications decreased

with a corresponding increase in H classifications as

forecast length increased, especially for TOs. This is

probable because of forecast degradation with increased

forecast length (e.g., the number of cases with no simu-

lated convection increased from 3 for 1-day forecasts to

11 for 3-day forecasts; refer to Tables 1 and 2). However,

this trend was not as obvious with PNOs. Two factors

were involved in this discrepancy. (i) Although forecasts

degraded for the PNOs, these simulations generally did

not trend toward predicting a tornado outbreak with

FIG. 4. Tornado reports as provided by the plotting program SVRPLOT for the (a) 2 Jun 1990 TO, (b) 26 Apr 1991 TO, (c) 8 May 1988

TO, and (d) 14 Dec 1971 TO, (e) 24 Feb 2001 TO, (f) 7 Jun 1993 TO, (g) 27 May 1995 TO, and (h) 3 Apr 1974 TO.
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an increase in forecast length, an expected result. (ii)

The classification scheme was basically binary. If the

forecast severe-weather parameters did not favor a tor-

nado outbreak, it was classified as ‘‘null’’ (i.e., a forecast

of no tornado outbreak). For PNOs, this was treated as a

simulation that diagnosed outbreak type correctly

whether or not a simulation was forecasting an outbreak

at all. Because the null group covered any weather event

that was not a tornado outbreak, it was more likely a case

would be labeled as a PNO than a TO. This classification

scheme assumed that if a TO was not forecast, the model

was forecasting a PNO. This assumption was certainly

not true in all cases, but was acceptable because the

model’s ability to predict whether an outbreak of severe

weather will occur or not was beyond the scope of this

study (refer to section 1).

Finally, classifications were reasonably consistent for

a particular outbreak. Cases that favored the correct

type of outbreak for 1-day forecasts usually did so for

3-day forecasts. Similarly, forecasts of the wrong type of

outbreak for 1-day forecasts continued to diagnose

poorly for 3-day forecasts. More specifically, 16 of the

28 (57%) VH classifications for 1-day TO forecasts

remained classified as VH for 2- and 3-day forecasts,

and 20 of the 28 (71%) VH classifications for 1-day

PNO forecasts remained so for 2- and 3-day forecasts.

Similarly, TOs for which an M or L classification was

given for any forecast period did not coincide with a VH

classification for any other forecast period. TO (PNO)

classifications were the same for 46% (61%) of the cases

for each forecast period.

Given these results, the WRF appears capable of

discriminating when outbreaks were primarily tornadic

versus primarily nontornadic consistently at least 3 days

in advance using only synoptic-scale input. This con-

clusion implies that synoptic-scale processes play a major

role in these outbreaks. Furthermore, there is potential

synoptic-scale predictability of TOs and PNOs several

days prior to the outbreak.

4. Potential complicating factors with discrimination
of outbreak type

a. Thermodynamic instability parameters

As mentioned in section 3, thermodynamic insta-

bility parameters were not found to be helpful in dis-

tinguishing outbreak type at lead times of 24–72 h. In

particular, CAPE was found to be a poor discriminator

for two reasons. First, when simulated convection de-

velops in the model, the convection acts to remove the

instability (as in the real atmosphere). Thus, if convec-

tion developed in the model before the valid time of the

outbreak, CAPE was reduced substantially from the

preconvective environment (Fig. 11).

Second, CAPE appeared to be strongly dependent on

the time of year (Fig. 12). During cold-season tornado

outbreaks (Figs. 12a,b), surface-based CAPE (SBCAPE)

was generally quite low (,1000 J kg21) in the warm

sector. However, in the warm season, SBCAPE was

much higher and was often comparable between TO and

PNO simulations (Figs. 12c,d). This seasonal dependence

overwhelmed any distinguishing power CAPE may have,

which is consistent with previous studies (e.g., Johns et al.

1993). Brooks et al. (2003b) suggested CAPE may have

more value in distinguishing significant severe weather

from less significant severe thunderstorms.

There was one case in which SBCAPE shows value,

whereas most of the other severe-weather parameters

favored the wrong type of outbreak. In the 20 November

1989 PNO affecting portions of New York, Pennsylvania,

and New Jersey, forecast low-level and deep-layer shear

was very strong (not shown). However, SBCAPE was

nonexistent in the Northeast. This case was very difficult

to distinguish properly using the severe-weather param-

eters generally found to be most helpful in distinguishing

outbreak type (refer to Table 2). However, if SBCAPE

was required to be nonzero in the region of interest, this

case would be classified properly. Nonzero SBCAPE was

forecast in the observed outbreak regions of every TO

FIG. 5. All severe reports as provided by the plotting program SVRPLOT for the (a) 20 Jun 1997 PNO and (b) 10 Apr 1994 PNO.
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simulation, making a nonzero threshold appropriate for

discrimination techniques. This result is consistent with

findings by Monteverdi et al. (2003).

b. Seasonal dependence

Thermodynamic instability parameters are strongly

tied to the time of year in which the outbreak occurs. This

suggests the possibility that other severe-weather pa-

rameters could show seasonal dependence. Tables 1 and

2 lend credence to this possibility, as many PNOs difficult

to distinguish from TOs occurred during the spring (e.g.,

10 April 1994, 5 May 1996, 9 April 2001, and 2 May 2002).

Furthermore, many TOs difficult to distinguish from

PNOs occurred in the late spring (e.g., 26 May 1973, 7

June 1984, 15 June 1992, 7 May 1993, and 6 May 2003).

These events occurred when both types of outbreaks are

common (refer to Fig. 1). However, PNOs primarily oc-

curred during the summer when TOs are rarely observed,

and many TOs occurred during the cold season, when

PNOs are at a minimum. This finding suggests that the

severe-weather parameters used to distinguish outbreak

type might have a seasonal dependence.

A subjective analysis focused on TOs and PNOs oc-

curring from 1 April to 16 June (Table 6) resulted in

several findings. Most TOs more difficult to distinguish

from PNOs feature relatively low values of shear (both

FIG. 6. One-day forecast of (a) 0–1-km SREH in m2 s22 beginning at 100 m2 s22 in increments of 100 m2 s22; (b)

LCL in m AGL beginning at 1500 m AGL in increments of 2500 m AGL; (c) 500-hPa wind speeds (filled contours

beginning at 25 m s21 in increments of 10 m s21), geopotential height (contours; m), and wind vectors (barbs; kt); and

(d) surface dewpoint temperatures (filled contours; 8C beginning at 128C in increments of 48C), mean sea level

pressure (contours; hPa), and wind vectors (barbs; kt) for the 2 Jun 1990 TO valid at 0000 UTC 3 Jun 1990. Tornado

reports for the 2 Jun 1990 TO can be found in Fig. 4a.
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low-level and deep-layer) and relatively high instability.

Because most of the distinguishing variables are associated

with vertical wind shear, this result is expected. Fur-

thermore, these cases occurred in the late spring, when

instability is higher and vertical shear is lower in the

mean. Many of these cases were also susceptible to

substantial underestimation of forecast severe parame-

ters (e.g., 7 May 1993; see section 4d) or from dislocation

of shear from instability (e.g., 27 May 1995; not shown).

For late spring TOs, SREH, EHI, and SRFL tended to

remain above the thresholds listed in Table 4, but bulk

shear and LCL were less reliable.

Most forecast PNOs difficult to distinguish from TOs

featured fewer ‘‘limiting factors’’ for the development of

tornadoes than for PNOs occurring during the summer

months. However, these cases commonly featured favor-

able severe-weather parameters that were not collocated.

For example, the 10 April 1994 PNO was predicted to have

high instability and low LCLs in much of the warm sector

(Fig. 8d), but relatively high SREH was forecast to the

north of the warm sector (Fig. 8b). Similarly, the 2 May

2002 PNO was forecast to have strong low-level shear and

instability in the warm sector, but strong deep-layer shear

and storm-relative flow displaced to the north (not

shown). In other cases (e.g., 28 April 1981), a small

number of severe-weather parameters were well below

the threshold values/ranges listed in Table 4. These vari-

ables were often 0–1-km SREH, 0–1-km EHI, and SRFL.

Most TOs and PNOs occurring outside the warm

season could be distinguished by the type of pattern in

place (refer to section 3) and by the strength of the as-

sociated shortwave troughs and flow fields. The TOs

FIG. 7. As in Fig. 6, but for the 20 Jun 1997 PNO valid at 0000 UTC 21 Jun 1997. Severe reports for the 20 Jun 1997

PNO can be found in Fig. 5a.
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were primarily associated with amplified shortwave

troughs with fast (.30 m s21) 500-hPa flow in a direc-

tion that crossed a surface boundary. PNOs were gen-

erally associated with weak, low-amplitude shortwave

troughs with reduced 500-hPa wind speeds in a direction

more parallel to a surface boundary.

Finally, there are 20 PNOs in our study during the

1 April–16 June period, which is much smaller than the 32

TOs that are included. Before more definitive conclusions

can be drawn on the ability of the WRF to discriminate

outbreaks appropriately using synoptic-scale input during

the spring, a larger number of PNOs should be analyzed.

Furthermore, the total number of cases analyzed during

this span of time (i.e., 52) may not be large enough to draw

meaningful conclusions (see Doswell 2007b).

c. Regional dependence

Despite the differences in the locations of TOs and

PNOs (Fig. 2), little evidence was found to conclude

that severe-weather parameters forecast in the WRF

simulations were significantly different based on out-

break location. For example, the 8 April 1999 TO in the

central plains and the 31 May 1985 TO in the Northeast

look very similar for the 1-day forecast synoptic pattern

(refer to Fig. 10), resulting in similar predictions for the

magnitudes and spatial structures of severe-weather

parameters (not shown). Although regional variations

cannot be ruled out on the basis of our study (e.g., Johns

1984), any potential effects were overwhelmed by the

time of year in which the outbreak occurs and the syn-

optic environment in place during the outbreak, which

is also supported in previous studies (e.g., Johns et al.

1993; Brooks et al. 2003a; Coniglio and Stensrud 2004;

Doswell et al. 2005; Horgan et al. 2007).

d. Forecast accuracy versus discrimination

The classifications of each case (see sections 2 and 3)

were based on the actual outbreak location. However,

FIG. 8. One-day forecast of 0–1-km SREH (m2 s22) for the (a) 26 Apr 1991 TO valid at 0000

UTC 27 Apr 1991 and (b) 10 Apr 1994 PNO valid at 0000 UTC 11 Apr 1994, with shading as in

Fig. 6a. One-day forecast LCL (m AGL) valid at (c) 0000 UTC 27 Apr 1991 and (d) 0000 UTC

11 Apr 1994 with shading as in Fig. 6b. Tornado reports for the 26 Apr 1991 TO can be found in

Fig. 4b. Severe reports for the 10 Apr 1994 PNO can be found in Fig. 5b.
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phase error in the model simulations may result in mis-

classification of a particular TO case when the model

actually is suggesting a tornado outbreak, only in the

wrong location. The 2-day forecast of the 17 April 1970

TO in the Texas Panhandle is one example (Fig. 13). At

the valid time of the outbreak (0000 UTC 18 April 1970),

the WRF simulated deep convection in Oklahoma, east

of where the outbreak occurred. Based strictly at the

location in which the outbreak actually occurred, the

WRF showed little ability to distinguish outbreak type

(i.e., high LCLs, weak low-level bulk shear, weak

SREH). However, if the phase error was accounted for,

correct discrimination of this case was easier. Forecast

accuracy was not always associated with a model’s in-

ability to distinguish outbreak type.

Some TO simulations did not depict the magnitudes of

the severe-weather parameters accurately, as determined

by observed soundings (e.g., 7 May 1993 and 3 May 1999).

In these situations, the correct discrimination of outbreak

type was much more difficult (not shown). These two cases

are examples of inaccurate model forecasts interfering

with the correct diagnosis of outbreak type. (Another

example is the 26 April 1991 TO; see Figs. 8a,c.) These

model deficiencies (in terms of model or initial condition

errors) cannot be accounted for in the classification of

outbreak type using the method developed.

FIG. 9. One-day 500-hPa forecast (as in Fig. 6c) for the (a) 26 Apr 2001 TO valid at 0000 UTC 27 Apr 1991 and (b)

10 Apr 1994 PNO valid at 0000 UTC 11 Apr 1994. One-day surface forecast (as in Fig. 6d) valid at (c) 0000 UTC 27

Apr 1991 and (d) 0000 UTC 11 Apr 1994. Tornado reports for the 26 Apr 1991 TO can be found in Fig. 4b. Severe

reports for the 10 Apr 1994 PNO can be found in Fig. 5b.
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e. Temporal evolution

Case classifications also were limited to the valid time

of 0000 UTC on day 1 1. However, each outbreak

evolves over time (SCB97). For example, conditions may

not become favorable for tornadoes until low-level shear

is enhanced by the low-level jet stream (Stensrud 1996;

Doswell and Bosart 2001) and the nocturnal boundary

layer wind maximum (Blackadar 1957; Doswell and

Bosart 2001). The model may simulate convection well

before or after the valid time, implying the model’s

outbreak valid time is not the same as that designated for

the classifications. If temporal evolution is not accounted

for, misleading classifications can result.

To account for these discrepancies, a reclassification

of the cases was conducted to include the effects of

phase error and temporal evolution. The cases were

analyzed from 6 h before to 6 h after the valid time of

the outbreaks in 3-h intervals. A noticeable improve-

ment in the classification of many TO simulations for

1- and 2-day simulations was observed (Tables 7 and 8).

However, 3-day simulations showed less improvement,

which is likely an indication that forecast degradation

is counteracting any improvements from the revised

classification scheme.

A reclassification of the PNOs accounting for these two

factors resulted in no change in the classifications. This

was a function of the forecast severe-weather parameters

FIG. 10. One-day 500-hPa forecast (as in Fig. 6c) for the (a) 31 May 1985 TO valid at 0000 UTC 1 Jun 1985 and (b) 8

April 1999 TO valid at 0000 UTC 9 Apr 1999. One-day surface forecast (as in Fig. 6d) valid at (c) 0000 UTC 1 Jun

1985 and (d) 0000 UTC 9 Apr 1999.
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not favoring TOs. In some simulations, LCLs lowered

and low-level shear increased when nocturnal cooling

commenced and the low-level jet stream and nocturnal

boundary layer wind maximum developed after the valid

time. However, these increases were not significant

enough to change the classifications of the cases.

f. Simulated convection

Analysis of simulated convection was not included

in the process of classifying the cases. The use of a con-

vective parameterization scheme at low grid spacings

(,10 km) is controversial. (In this study, a convective

parameterization was not incorporated for D04 and D05;

see Table 3.) Convective parameterization schemes at

these low grid spacings violate assumptions with which

the schemes are developed (e.g., Molinari and Dudek

1992); however, some studies have shown better perfor-

mance when a scheme is used at these fine scales (e.g.,

Deng and Stauffer 2006). Unfortunately, this makes the

analysis of simulated convection somewhat problematic

(see Brooks et al. 1992). Furthermore, although the con-

vective mode often has implications on the type of severe

weather that will occur (e.g., SCB97; Doswell and Evans

2003), the majority of supercells do not produce tornadoes

(Moller 2001), suggesting that supercell forecasting is not

the same as tornado forecasting (Johns and Doswell 1992).

However, the analysis of simulated convection did

provide insight into the frequency with which models

predicted convection for the outbreaks. The WRF did

not develop simulated deep convection in every forecast

(Tables 1, 2, 9, and 10). There were three cases in which

little or no convection was simulated for 1-day forecasts

(3 May 1999, 20 November 1989, and 2 May 2003).

For 3-day forecasts, 11 such cases emerged, a clear in-

dication of forecast degradation from 1- to 3-day fore-

casts. Most of the forecasts in which little simulated

convection developed were in the month of May

(Tables 9 and 10). These simulations (26 May 1973,

FIG. 11. Forecast of the 8 May 1999 TO initialized at 0000 UTC 8 May 1988 and valid at 1800

UTC 8 May 1988 for (a) radar reflectivity factor (shading above 40 dBZ) and (b) SBCAPE

(light gray shading 500–1000 J kg21, medium gray shading 1000–3000 J kg21, and dark gray

shading 30001 J kg 21). (c) As in (a), but valid at 0000 UTC 9 May 1988. (d) As in (b), but valid

at 0000 UTC 9 May 1988. Tornado reports for the 8 May 1988 TO can be found in Fig. 4c.
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7 May 1993, 18 May 1996, 3 May 1999, and 6 May 2003)

were associated with substantially weaker shortwave

troughs and less favorable severe-weather environ-

ments than observed. Some of the forecasts in which

little simulated convection developed were PNOs dur-

ing the warm season (e.g., 19 July 1983, 29 August 1983,

4 July 1992, and 21 July 1998; see Tables 2 and 10).

These environments were characterized by high insta-

bility from strong heating and high CIN. Elevated

mixed layers were common as dry air was advected

eastward from the Desert Southwest, creating strong

environmental capping stable layers.

Summertime PNO environments were also charac-

terized by relatively quiescent (Igau and Nielsen-

Gammon 1998) environments on the synoptic scale. In

contrast, TOs and PNOs during the spring and fall

featured strong synoptic-scale systems with associated

large-scale lift. These environments are generally fore-

cast more accurately than warm-season, relatively qui-

escent environments (e.g., Stensrud and Fritsch 1994;

Baldwin et al. 2002). Model performance also is highly

sensitive to initial conditions and the choice of model

parameterizations (Stensrud and Fritsch 1994). The

degradation in the prediction of deep convection is

likely associated with these sensitivities.

Similarly, in nearly half the forecasts, simulated deep

convection had a poleward bias, sometimes over 100 km

from where most of the severe convection actually

FIG. 12. One-day forecast SBCAPE (J kg21) valid for the (a) 14 Dec 1971 TO, (b) 24 Feb

2001 TO, (c) 7 Jun 1993 TO, and (d) 20 Jun 1997 PNO. Shading as in Fig. 11b. Tornado reports

can be found for the 14 Dec 1971 TO in Fig. 4d, the 24 Feb 2001 TO in Fig. 4e, and the 7 Jun

1993 TO in Fig. 4f. Severe reports for the 20 Jun 1997 PNO can be found in Fig. 5a.

TABLE 6. As in Table 5, but for outbreaks occurring between

1 Apr and 16 Jun only.

Forecast type 1 day 2 day 3 day

TO–VH 11 10 8

TO–H 14 14 18

TO–M 4 3 2

TO–L 3 5 4

PNO–VH 8 8 8

PNO–H 5 7 6

PNO–M 4 2 2

PNO–L 3 3 4
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occurred. (Little meridional bias was observed in the

other cases.) This simulated convection existed in close

proximity to the surface low and the corresponding

upper-level shortwave trough. The synoptic-scale lift

was substantial, and any environmental cap in place was

eroded in these simulations. However, south and east of

the synoptic-scale system, much of the warm sector was

characterized by higher instability, a stronger cap (e.g.,

from an elevated mixed layer advecting into the warm

sector), and weaker synoptic-scale lift. Convective ini-

tiation is more difficult to simulate in these locations

(e.g., Moller 2001), creating the poleward bias in simu-

lated deep convection observed in these cases.

The analysis of simulated deep convection in the out-

break forecasts provided insight into the tendency for

TOs to be supercellular and PNOs to be associated more

often with mesoscale convective systems, squall lines,

bow echoes, derechos, etc. Subjective analysis found that

at least 70% of the TOs featured simulated deep con-

vection with supercellular characteristics (Table 1),

whereas PNOs had a much lower frequency, near or

below 20% (Table 2). This result may explain why deep-

layer shear is a helpful discriminator (see Rasmussen

and Blanchard 1998) and suggests that the convective

mode frequently does have implications on the type of

outbreak that occurs.

FIG. 13. (a) Severe reports for the 17 Apr 1970 TO, as provided by the plotting program

SVRPLOT. (b) Two-day forecast radar reflectivity factor (shading above 40 dBZ) valid at 0000

UTC 18 Apr 1970. (c) As in (b), but for LCL (m AGL; shading as in Fig. 6b). (d) As in (b), but

for 0–1-km SREH (m2 s22; shading as in Fig. 6a).

TABLE 7. Reclassifications of TO simulations when accounting for phase errors and temporal evolution. Abbreviations as in Table 1.

Outbreak case New classifications Outbreak case New classifications

25 Sep 1973 (1-day) H to VH 31 May 1985 (2-day) H to VH

8 Jun 1974 (1-day) H to VH 2 Jun 1990 (2-day) H to VH

10 Apr 1979 (1-day) H to VH 26 Apr 1994 (2-day) L to M

26 Apr 1984 (1-day) H to VH 8 Apr 1994 (2-day) H to VH

26 Apr 1994 (1-day) L to M 23 Nov 2001 (2-day) H to VH

8 Apr 1999 (1-day) H to VH 6 May 2003 (2-day) H to VH

6 May 2003 (1-day) M to H 27 May 1973 (3-day) H to VH

17 Apr 1970 (2-day) M to H 7 Jun 1984 (3-day) M to H

15 Mar 1982 (2-day) H to VH 8 Apr 1999 (3-day) H to VH

7 Jun 1984 (2-day) L to M

APRIL 2009 S H A F E R E T A L . 1267



Simulated deep convection modified other severe-

weather parameters besides CAPE and CIN. LCLs

were altered substantially in some simulations (Fig. 14);

sometimes, bulk shear readings also were affected (not

shown). In these simulations, analyzing the pre-

convective environment was necessary for the correct

diagnosis of outbreak type, giving more credence to

looking at multiple times during the outbreak day for

proper outbreak discrimination.

5. Conclusions

In this study, 50 tornado outbreaks (TOs) and 50 pri-

marily nontornadic outbreaks (PNOs) were simulated

using the WRF to determine if the model is capable of

distinguishing outbreak type using synoptic-scale input.

One PNO was excluded from the study because it was

found that the outbreak occurred during the early morn-

ing hours, whereas the rest of the outbreaks occurred at or

near early evening. These simulations were run for 1-, 2-,

and 3-day forecasts. The cases were classified into one of

four categories according to the number of severe-

weather parameters that favored the correct type of out-

break. Results of the study include the following:

d Several severe-weather parameters were helpful in

the analysis of the forecasts to determine if the WRF

was capable of distinguishing outbreak type prop-

erly. Parameters favored shear variables (e.g., 0–1-,

0–3-, and 0–6-km bulk shear; 0–1- and 0–3-km

SREH; and BRNSHR), EHI, and LCL. The magni-

tudes and the spatial structures of the severe

parameters were found to be helpful in the discrim-

ination of outbreaks.
d Generally, thermodynamic instability parameters (e.g.,

CAPE) were not useful for discrimination. Convective

modification and seasonal dependence were two rea-

sons this was the case.
d Each outbreak type favored particular forecast syn-

optic patterns. The TOs commonly were associated

with Miller’s (1972) types A, B, and D synoptic pat-

terns, whereas PNOs commonly were associated with

Miller’s (1972) types C and E synoptic patterns.
d There was no strong evidence to suggest that regional

dependencies affect the model’s ability to distinguish

outbreak type.
d With only synoptic-scale data to initialize the model

simulations, more than 80% of TOs and PNOs were

discriminated correctly up to 3 days in advance when

analyzing the region in which the outbreak occurred at

the valid time of the outbreak. Accounting for the

temporal evolution of outbreaks and the model’s

phase/location errors resulted in an improvement of

case classifications. These results suggest that synoptic-

scale processes play a major role in the occurrence or

absence of tornado outbreaks and that inclusion of

higher-resolution data is not necessary to make these

distinctions most of the time.
d Most of the outbreaks that were difficult to discrimi-

nate occurred during the spring and early summer.

This may indicate that the severe-weather parameters

selected to distinguish outbreaks have seasonal de-

pendence.

TABLE 8. Comparison of classifications of TOs when considering

only the actual location of the outbreak at the valid time of 0000

UTC (00) vs accounting for phase/location errors and temporal

evolution of outbreaks (all). All other abbreviations as in the text.

Forecast type 1 day 2 day 3 day

TO–VH (00) 28 24 22

TO–H (all) 33 30 24

TO–H (00) 15 17 22

TO–H (all) 11 12 22

TO–M (00) 4 3 2

TO–M (all) 4 4 1

TO–L (00) 3 6 4

TO–L (all) 2 4 4

TABLE 9. The number of TOs in which little or no convection

was simulated for each forecast period. NC stands for ‘‘no con-

vection.’’ Here, N/A indicates not applicable.

Month Tot 1-day NC 2-day NC 3-day NC

Jan 1 0 0 0

Feb 2 0 0 0

Mar 7 0 0 0

Apr 12 0 2 0

May 14 1 2 4

Jun 6 0 0 0

Jul 0 N/A N/A N/A

Aug 0 N/A N/A N/A

Sep 1 0 1 0

Oct 0 N/A N/A N/A

Nov 6 0 1 1

Dec 1 0 0 0

TABLE 10. As in Table 9, but for the PNOs.

Month Tot 1-day NC 2-day NC 3-day NC

Jan 0 N/A N/A N/A

Feb 0 N/A N/A N/A

Mar 0 N/A N/A N/A

Apr 5 0 0 0

May 9 1 2 1

Jun 9 0 0 0

Jul 17 0 3 3

Aug 7 0 0 1

Sep 1 0 0 0

Oct 1 0 0 0

Nov 1 1 1 1

Dec 0 N/A N/A N/A
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More work is needed to determine the role of the syn-

optic scale in the development of TOs. Objective tech-

niques to analyze these simulations are currently being

tested. If the objective techniques prove to confirm many

of the findings of this study, this will lead to greater con-

fidence in the model’s ability to distinguish outbreak type.

Moreover, verification of the forecasts is also planned to

determine more quantitatively the association between

forecast accuracy and the diagnosis of outbreak type.

Before these techniques can be used in a forecast set-

ting, additional research is required. Because the model

appears to have more difficulty distinguishing outbreak

type in the spring and early summer, cases focused on this

time of year must be considered. Moreover, a majority of

severe-weather outbreaks cannot be considered primar-

ily nontornadic, but clearly are not major tornado out-

breaks, either. Research into how the WRF can dis-

criminate these cases from TOs and PNOs is needed.

Analysis of the predicted vertical velocity and vertical

vorticity fields may also provide beneficial information

regarding outbreak discrimination. The use of ensembles

to investigate uncertainties in the forecasts and correct

diagnosis of outbreak type should be considered. Finally,

sets of pre-event composites for each type of outbreak

could be created, initialized in the WRF, and analyzed to

determine if the model is diagnosing the correct type of

outbreak. In essence, these would be mesoscale model

simulations of idealized synoptic-scale conditions, which

hitherto (to our knowledge) have not been conducted

previously. Such research could result in an enhanced

physical understanding of the association between the

synoptic environment and tornado outbreaks. Investiga-

tion of these critical topics is under way.
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