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Fundamental Considerations in Forecasting for
Field Experiments

I. Introduction

During the summer of
of 1985, the Weather Resea
(WRF) particig
paeriments (AIMCS and OF
tivelv) concerned
ive svstems, or MC

It was felt t gpecialized fore-—
caste, keved to MO were essential for

wdinating the data collection phase of

experiments. Moreover, WRF wanted to
have forecasting itself be a partts of. the
total research goals. During the course
of these two programs. it became clear
that forecasting for field programs had
several aspects which have never been
treated in the literature, to ouwr know—
ledae. Hence, we felt it appropriate to
discuss these issues in advance of the
large commitment of resources embodied in
such experiments as the Natiomal STORM
Frogram.

and spring
h Frogram
in data-gathering ex-

Fre-8TORM, respec-
mesoscale cornveo-

II. Specification of Program Objectives

It is almost a reflexive response
today within the metecrological community
to preface any plannirag for field programs
with statementes of corcern for clear -
preszsian of the program’'s scientific by -
jectives, AN experiment ‘s goals have a
maior impact on the forecasting element of
the program. We are particul arly con-
cerned with the relationship between the
tentific objectives and the observing
stems to be deploved for achieving those
goal .

The concept of the Testakble Hypo-
thesls is one which has heen given some
attention (see e.qg., Zipser, 1984). Those
wishing an in-~depth discussion of scien-
tific Aypothesis testing might consult
Fopper (1962). Within the context of this
paper, we consider a tesztable hypotheszis
to be one rn which a FpecItic prediction
15 made ahout the results of an expers—
ment. and the data collected during that
experiment Is likely to vield an unam—
braguous statement abou the validity of
the hvpothesziss. A rather trivial exampl e
would be the hypothesis, "Cumulonimbus
clouds are characterized by up-— and dowri-
drafts having maagnitudes comparable to
those predicted by parcel buayancy
theory., " It is easy to envision experi-
ments which might allow this to be tested
T o8.g., flying instrumented aircraft into
cumulonimbus clouds, sampling such clouds
with high-resolution Doppler radars, etc.

and C.F. Chappell
rch Laboratories

I+ the field program seeks resolution
of more thanm one such hypothesis, con-
flicts mioht arise because collection of
data to test one hvpothesis could preclude
obtaining the data for testing another
hvpothesis, During operations, the anti-
cipation of zather everts may have =z
! on the actual priority

particular experiment on a par-—
Vo This means that the wsather
4 o become crucial in deter-—
mination of which obiective(s) is (are)
most important for that day.

As discussed in Fopper (1962), ex-
perimental data can never provide an ab-
zolute confirmation of any hypothesis.
Accumul ated positive experimertal results
can lead to a growing certainty of the
idea’s validity (e.g., the Second Law of
Thermodynamics), but only one verifiable
counterexample is sufficient to call the
hypothesis into question. This suggests
that arn experiment should seesk to test
hypotheses under a variety of circum-
stances. Ore aim of the data collection
is to establish with some confidence that
one has, indeed, given the hypothesis a
rigorous test, It, for instance, it was
hyvpothesized that an MCE requires a large-
scale environment characterized by near-
aturation through a deep, surface-based
laver, collecting data for one case in
which the hypothesis is confirmed does rot
test that hypothesis very rigorously.
tairm hvoott s fd@lre more difficult to
test than others because the data to test
them must span am extensive space of natu-—
ral variability.

The limited time and space domain of
a ¥ield experiment, along with the avail-
able data collection resources, define the
Iimits on the szorts of hvpotheses that rarn
be tezted. Farticipants in a field pro-
gram know guite well that the vagaries of
the weather are a real factor in deter-—
mining the success of the program. If all
the hypotheses under test concern super-—
cell thunderstorms, then supercell storms
must develop within the spatial and tem—
poral boundaries of the experiment. Since
virtually all field programs have limits
on the type of events under consideration,
forecasting for the program can have a
substantial impact on the data collection
operations.

Another sort of field program is the
"fishing expedition", in which testable
hypotheses are not required. The ewx-—
periment simply goes about collecting data
without any testable hypotheses. There
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are two implicit assumptions
tishing expeditions. First,
accident or design, the data
done as if little or nothing is known
about the phenomena to be sampled. Fre—
sumably, if something were known about the
phenomena to be sampled, it would be pos-
sible to construct testable hypotheses and
the data collection would be tailored to
ensure the rigorous testing desired.

Second, it is assumed that simply
collecting data is likely to lead to the
development of testable hypotheses. Even
when virtually nothing is known a DETOF Y ,
a likely outcome of the experiment is that
the data analysis will lead to ideas.
Those ideas may become the testable hypo-
theses of future field programs. or the
data collected may suffice (fortuitouslv)
to test those notione.

This is not to say that meteorology
should rot¢ indulge in fishing expeditions.
There is certainly much we do not know, so
it may be of great importance to search
for good ideas. When the fishing expe-
dition is geared to certain phenomena
(e.g., MCSs), forecasting may still have
an important role. If the goal is simply
to document with instrumented aircraft the
processes operating in, say, thunderstorm
anvils, one must still be able to anti-
cipate the storms in order to get the
planes in the air on time. We shall ex-
plore this further in what is to follow.

Another important aspect of the g s i
gram’'s objectives is whether or not fore-—
casting is a subliect of research during
the experiment. Forecasting need not be a
direct objective of a particular project,
but when it is, there are constrainte im-
posed on the manner ir which data are col-
lected. These constraints will be dis-
cussed bel ow.

III. Data Sources for the Program

For field programs, the types of data
collection systems to be deployed are of
paramount importance in defining the fore-
cast team’'s responsibilities. There are
several sorts of observing "systems", all
of which have characteristics for which
the team must account.

A. Operational Data Sets

Here, by "operational", we mean those

which are available every day, whether or

not an experiment is underway. In the
U.s., the primary source for operational
data is the National Weather Service,
which oversees the surface observations,
upper-air soundings, and routine radar and
satellite data collection. These data are
relatively coarse, and generally do not
meet the needs of a field program. I'f
they were satisfactory, why have a field
program at all? Nevertheless, such data
usually form an important framework for
the special data sets of the experiment.
As in AIMCS and Ok-Fre—-STORM, it is
possible to enhance the experimental data
base simply by increasing the temporal
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frequency of soundings at operational
sites. However, this adds substantially
to the workload of the staff, whose num—
bers may be barely sufficient for routine
duties. If it is anticipated that the
field program will want to take advantage
of operational sites for special data
collection (be it rawinsondes or what-—
ever), this calls for careful planning and
considerable advance notice. Note that
the advance notice (as to what is needed
and expected from the operational staff)
should be given well before the program
begins, and on each day of anticipated
data collection (or the day before data
caollectien). Day-by—-day notice is the
responsibility of the experimenters and
depends on input from the special pro-
aram’'s forecast team.

B. Experimental Data Sets

1. Fixed Observing Systems

Fixed systems often run more or less
continuously through many field programs.
A typical exception to this is the special
rawinsonde data. Fart of the explanation
for this exception is that the rawinsonde
data are relatively expensive, owing to
"labor" costs —- the teams needed to
launch the sondes and process the data —-
and to the cost of expendables. Thus, it
is common for the soundings to be "turned
on" in anticipation of a desired event and
"turned off" at the close of the event (or
if it fails to materialize).

In our experience, the sporadic
acquisition of special soundings puts a
great deal of stress on all parties in-
volved, often leading to confusion, ill
will, and gaps in the data set. While the
cost of soundings is fairly high (Ok-Fre-
STORM soundings averaged about #3220 apiece
—-= J. Cunning, personal communication),
their scientific value can be compromised
severely by this episodic acquisition
scheme. The specific scientific value of
concern is that associated with fore-—
casting research, to be detailed below.

2. Mobile Observing Systems

Mobile systems (e.q., aircraft and
mobile swface teams) reqguire forecasting
support by their very nature. Not only do
they need to anticipate events in order to
be in proper position during the pheno-
mena, but they may require guidance during
the event in order to maintain the desired
observing positions. Such guidance is
often referred to as "nowcasting", and
differs from forecasting in that it deals
with very short range (zero to a few
hours) issues. This creates the need for
close interaction between the forecast
team and the mobile team(s), often through
the intermediary of a "coordinator" of mo-
bile operations.

For mobile teams, an important factor
is their response time —- i.e., how long
they need to prepare for operation, how
long they take to get into position, how
quickly they change position when neces-—



sary, and how long it takes to complete a
field observing operation (e.g., a flight
leg). This response time can have a maior
role in formulating forecast strateqgies
and responsibilities.

3. Combined Fixed and Hobile Systems

Most field experiments incorporate

both fixed and mobile systems (as in AIMCS
and Ok-Fre-—-STORM) , so the coordination of
the total observing system creates special
problems for the forecast teams. The
needs of each component of the whole SYys—
tem must be considered throughout the data
collection phases of the program, and
events can arise where serving one ele-
ment ‘s requirements causes the operation
of another to suffer. It may require
great effort to deal with the immediate
problems faced by meobile teams, while the
longer-range forecast issues associated
with a fivted svstem go untreated. In such
& situation, the time for a decision re—
garding the fixed svstem may arrive sud-
denly, with little or no thought having
been given to it.

C. Verification Data

In one sense, the total data set
collected becomes the source for veri-
fication of scientific hypotheses. Fore—
cast verification may be considered by
some to be a separate issue from the hypo-
thesis testing associated with the experi-
ment. This misconception owes its exig-
tence to the perceived dichotomy between
forecasting and research.

The very same constraints about the
data collection for hypothesis testing
apply to forecasting: the data must be
capable of an unambiguous evaluation of
the forecast. If one has made a forecast
for the occurrence (or non-—-occurrence) of
a weather event, one should collect data
in such a way that the forecast can be
evaluated properly. For example, tornado
forecasts can only be verified with tor=
nado occurrence data. If there is a large
chance of unobserved tornado occurrences
and/or events erroneously identified as
tornadoes, the verification may be tech-
nically rigorous, but has little value.

When forecasting research is to be
included among the scientific objectives,
the portion of the forecasts subject to
rigorous verification must be tuned to the

data set available within the n-ngram. To
do otherwise defeats the purpose of veri-
fication: to evaluate the qual t. of the

model (s) upon which the predicti s»s are
based, and the technigques by which those
models are applied.

IV. Employment of Experimental Data Sets

The deployment of mon-operational
data systems in the field offers the po-
tential to explore using the new data for
forecasting. To use operational data, the
forecast team has a base requirement for
access to the operational data streams
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{(facsimile and teletype, or AFO0S—-comp—
atible hardware). If it is desirable to
gain real-time access to the experimental
data, this requires additional communi—
cation, processing, and display facilities
(which must be maintained) at the forecast
team operations center. It must be recog-
nized that all this input may cause infor-
mation overload. It is characteristic of
many of the new observing technologies
that they have a high "baud rate". This
flood of data can overwhelm the forecast
team as they provide support to field
operations. This is an issue with impli~—
cations about future operational fore-
casting, as well as within the limited
context of field experiments.

In addition to the basic forecasting
duties of the team, the new data sets
could be used as nowcasting tools in sup-
port of actual field operations. However ,
the new data may not be an unalloyed bles-
sing in this regard. There may not be
enough understanding of how to use the new
data for forecasting and/or nowcasting.
Also, some or all of the experimental data
may not cornstitute a "critical mass" of
information. A few special soundings
scattered over a mesoscale area do not
provide a reliable information base for
understanding what is happening on the
mesoscale. In fact, it is possible to
misinterpret a situation badly because one
assumes that the special data are repre-
sentative of a mesoscale region when, in
fact, they are characteristic only of a
very localized environment.

Having real-time access to the new
data may not involve specific hypothesis
testing until the new technologies for
data collection have become more mature.
In our experience, the enhanced data sets
can give tantalizing hints of atmospheric
processes to be studied in depth, perhaps

in future field experiments (e.g., see
Maddox, 1985)
V. Predictability and Scale

The science of meteorology is on its
firmest ground when considering the large-
scale (of order 1000 km) aspects of the
atmosphere, in mid-latitudes. On this
scale, the extratropical cyclone dominates
events and our understanding of this domi-
nant process is relatively advanced. For
other scales (and in polar and tropical
regions) our understanding is nowhere near
as complete. This implies that our fore-
casting ability for other phenomena is
correspondingly less advanced. The long-
range impact of field programs in these
areas can be improved weather forecasts.
Indeed, this facet of scientific research

.has been a major thrust in efforts to un-—

derwrite the National S$TORM Program. How-
ever, the fact that our scientific base
for problems other than large-scale mete-
orology is rather shaky indicates that
forecasting for field experiments can be
difficudt.

We have already suggested that the
response time of the cbserving systems is
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a factor which the forecast team must con-
sider. Should that response time be com-—
parable to the time scale of the phenomena

‘under consideration in the experiment, de-
ployment of that system to sample that
event can become quite difficult. Irsex=

ternal programmatic constraints force the
employment of slow-response observing svs-—
tems -to sample short time =zcale events,
one must expect a lot of Ffailure Iin at-
tempting to collect a satistactory data
set. '

Also, it is commonly assumed that as
weather events unfold, it is possible to
define the event with increasing accuracy.
This assumption underlies the operational
concept for forecasting hazardous weather
phenomena (the "outlook-watch-warning
system) .

To assume that each successive step
is easier to do is scientifically unsound,
because while we may be obtaining infor-
mation about the event as time proceeds,
this information increase is at a much
slower rate than the decrease in scien-
tific understanding as space and time
scales shrink. QOur data generally are ob-
tained at a fixed sampling rate (defined
by the observing system), so the sampling
density relative to the decreasing scale
ot the event falls rapidly. Therefore,
the real ability to pinpoint events as
they unfold is considerably less that what
iz implied. This is just as true for
field program forecast teams as it is for
operational forecasters.

Vi. The Psychology of Decision—-Making

To this point, we have stressed the
technical difficulties encountered by
field program forecasters. Apart from
situations where forecasting research is a
stated scientific objective of the pro-
gram, we believe that forecasting can be
of great value to decision-making.

It is critical to understand the
distinction between forecasting and de-
cision—-making. It is the responsibility
of the forecaster(s) to pass on a meteor-
ological assessment of the weather sit-
vation to the proaram decision maker(s).
This should include a description of what
ie considered the most likely evolution of
the situation and a forthright statement
of the uncertainties. It may also include
alternative scenarios, with some indica-
tion of their likelihood.

Then, it is the responsibility of the
decision—maker (s) to incorporate this as-—
sessment with all other information rele-
vant to field operations (status of ob-
serving systems, personnel, budget, etc.).
The forecast input is but part of what is
needed to render a decision about the
dayv's field operations. Forecasts can im-
prove the chances for making correct de-
cisions. but it must be understood that

there is a non-vanishing chance the wea-
ther will not match the forecast per-—
Feaet] v, These apparently obvious state-

ments have, in our experience, proven ‘to
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he & source of confusion and conflict in
the heat of a real operation.

Ferhaps the most difficult challenge
in decision—-making is the fear of making
the wrong choice. There certainly are
large responsibilities thrust on the deci—
sion maker (s), particularly the burden of
expending the program’s precious resources
as fruitfully as possible. One apparent
way to avoid being wrong is to not make a
decision. However , this is an illusion ——
no decision is really a decision! In
fact, it seems probable that a "no de-
rision" decision has about the same chance
aof being wrong as one which is formally
made.

Since a "no decision' decision is
really a means of escaping the decision
process, the next easiest path of apparent
safety is to postpone decisions. This may
take a middle ground between "go" and "no-
qo' decisions, referred to as "stand-by"
status. A standby conditiorn is one 1in
which the operational program elements are
in a state of readiness, but remain short
of commencing operations. This can reduce
the response time if a decision to go
ahead is made. Unfortunately, this is an
illusion if the commitment to operate is
not likely to be made, and made rather
s00N.

not

Fart of the problem with standby sta-
tus is that some components cannot be put
in that mode, such as rapid-scan satellite
images. They are either on or off, with
nothing in between. If operations com-
mence after being on standby, without
having made & prior commitment to oper-
ating these special components of the o=
tal system., then the operation must go
ahead without them. If they are turned on
by prior commitments, and the standby
period goes by without commencing oper-
ations. the data collected by the special
system are the only data. .

Further, standby status may cost al-
most as much as the operation itself.
Support staff on standby are normally con-—
idered to be on duty and must be paid ac-
ordingly. One cannot be on standby for
six hours and then work a ten hour oper-—
ational day too many times without redu-
cing one’s capacity to perform at peak
levels. Staying on standby for extended
periods is tiring and frustrating, in-
creasing the pressure on the decision-—
maker (s) to choose between go and no—go, a
situation conducive to making bad choices.

Another apparent refuge which appears
to avoid shouldering the burden for making
decisions is to decide by consensus. Lt
is well-documented that forecasting by
consensus has the best verification.

Also, no one person has to bear the re-—
sponsibility for bad (or good) decisions.
fAs with the other seemingly safe havens,
there are real reasons why this is not
necessarily the best approach to field
program leadership. If one looks at the
"forecasts by consensus” argument, it must
be realized that forecasting and decision-—
making are distinct processes. One may be
willing to use consensus forecasts, but



decisiorn-making by committee is notor-
iously ineffective.

Feyond this important distinction,
consider how and why consensus produces
e best verification. Since consensus
alwavs lies somewhere between extreme
views, it has the best chance of success
e the STontg rdh However, it is not hard
to find examples where forecasts near the
extremes of opinion beat consensus. By
basing decisions on consensus, one avoids
the long range accumulation of errors, but
simultaneously loses the opportunity for
the spectacular suc 5S W In other words,
consensus minimizes failure by minimizino
SUCCRSS.

We want to emphasize that this
not imply that decisions (and
should be made without all
by leaders {(and foir
I f=ct i progr
codlverse
L 1nvariably i the
a situation. =21ld oirogram
to military operations —— their
hinges on decisive leadership and the
willingress of the participarnts to work
toward a fruitful operation even when thev
disagree with the decision.

does

in isal

T

area akin
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Most of the problem in decision-
making springs ultimately from limitations
Or resources. It is not hard to empathize
with someone who hesitates to commit the
limited resource in the face of fore-—
casting unce inties. Ever forecasters

Hpressing a great deal of confidence in
thel ste have beern wrong, so 1t is
easy to understand why decision-makers may
e reluctant to "go" on a forecast.

Nevertheless, ws feel that decisions
must be based on forecastes in most. if rnot
all, field programs. Only when ons has
observing systems with negligible response
time, or when one not inter ed in the
pre—-event environment (in which case fore-

casting is most certainly nct an obiective
of the

xperiment) can the go/no-qo de-
be postponed until the desired
are underway. I there are no
limits to program rescurces, the non-
ocourrence of an event is without penaltv
and the experiment can run continuously.
In real programs, the point of de-
cision—-making is to avoid wasting the 1i-
mited opportunities and resources. Lt
makes little sense to desiogn a program
where all decisions would have to be right
to achieve the objectives, but there is
always pressure to madimize results.

VII.

Some Suggestions

Eased on our experience,
ions to affer for the design of
field programs which have a fore-—
asting element. Since forecasting and
ram obiectives are o intertwined,
much of what follows involves the scien-
tific objectives of a field experiment.
When one has testable hvpotheses as a
part of the total set of obiectives, these
should have priority in designing the
program. It is far easier to accept

we have some
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compromises for objectives stated in terms
of "to understand such-—-and-such'" or "to
document so-and-so'" than when seeking
specific information to evaluate clearly
defined obiectives. Let serendipity have
its way, but one should try to come out of
the program with something concrete,
rather thamn simply collecting data in the
hope that something good will turn up.

@A curious phenomenon which arises in
virtually all field programs is that the
role of forecasting seems to diminish as
the program proceeds through its alloted
time frame. Early in the experiment, the
decision-makers tend to be quite choosy

about the situations to which they will
commit rescurces. At some point, this

lead to a fear that the re-—
used up by end of the

ACOMOMY  MAY
sources will mot get

P oar am. Thus, as time passes. 1t becomes
increasingly likely that a go decision
will be e in & viven situation.

sensible to be as con-—
treatment of

It sesms more
as possible with the
ing input throughout the time al-
= This is difticult to . do,.and, ce-
quires some fairly specific guidelines to
be defined in advance about the rela-—
tionship between the forecast team’'s input
and the likelihood of a go decision.

If one must accept that forecasts can
go awry, it is just as inevitable that
some decisions may fail as well. More—
over . when the program focuses on a spe-—
cific phenomenon, it is possible that a
really good example of the event will not
occur within the space and time limits of
the prooram. T maximize the chances for
gomething good to come from the enperi-
ment, it seems wise to provide contingency
nlans. This means that the scientific
obiectives should be designed so that if a
go decision is made based on the forecast,
and events do not evolve as anticipated,
there is still something of scientific
value which can be done. For example, i1+
the fore is for an MCS to develop late
in the afternoon and nothing of that sort
happens, the data collected can be used to
serve another purpose, like documenting
the evolution of the low-level jet stream.

1 the scientific objectives cannot
he met without a certain tvpe of evolution
within the boundaries of the experiment.
that evolution had better have a very high
climatological probability inside those
time and space boundaries! We think a
wable approach is to broaden the
and have a series of contin-

; vy plans for most foreseeable circum-—
stances. Doing this reduces the pressure
on the forecasters and decision makers.

Whenever forecasting is a research
element durino the experiment, such re-
se@arch depends on being able to discrimi-
nate between environments which are favor-
able for the events under consideration

and those which are unfavorable. This
means that the "basic" data systems
(special soundings, mesonetworks, etc.)

should operate more or less continuously
throuagh the program. Forecasting the non-
occurrence of an event can be just as dif-

ficult as forecasting its occurrence, soO
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basic data collected on non-
dave i1s essential to forecasting research.
It also guarantees that otherwise unant
cipated occcurrences will have at least the
basic data collection available for study.

There is an obvious drawback to con-
tinuous operation: it costs resources.

In ou view, when Torecasting Improvement
Is among the research objectives, it is
better tor that rezearch to run a rela-
tively short program with continous baszic
Jata collection than to operate the basic
systems sporadically Tor a relatively long
program. It iz the sophisticated mobile
systems (e.q.. instrumented aircraft)
which are most sensibly operated on an ad
hoo basis, but these should rmot drive the
entire data collection opneration.

In the same vein, the total observing
system’'s response time on any qgiven oper-—
ational day is set by that compo
the svstem with the =z=lowest =
The most ponderous form of data colle
drives the forecasting and forecast-re-
lated decision process. I+ the objectives
dependent on slow-response svtems do not
reguire the total system to be operating
in concert with them, it would be possible
to be more flexible in deployment of those
sluggish data collection tools. For exam—
ple, the obiectives served by rapid-scan
satellite data may not require that mobile
field teams be operating, but do reguire
the basic data sets (which we assume to be
available at all times). In such & case,
if the situation develops that the field
teams are not deploved for one reason oF
another, meaningful obiectives are not
compromi sed.

Such a decoupling of observing svs-—
tems eases the stress on the forec Lers
and decision makers in one sense, but in-

troduces other complecities. In etfect.
the total data coll ion operation is
broken down into smaller units which are
more or less independent. Daily oper -
ational decisions must account for a vari-
able mix of observations in anv aqQilven
situation. While this seems potentially
confusing, our experience with field pro-
grams suggests that something of this sort
is almost inevitable. That is, various
observing systems serving the objectives
of different scientists arrive,. leave, go
down for maintenance, etc., more or
independently during extended field oper-—
ations. What we propose is to have foun-—
ation of continuous basic data to serve
the broadest range of scientific objec-—
ives, with specialired systems designed to
serve rather narrow objectives operating
within that foundation.

VIII. Concluding Remarks

While this discussion is intended no-
minally to address forecasting for field
programs, our experience leads us to be-
lieve that that forecasting process is in-
fluenced stronagly by the proaram obiec—
tives and data systems. The success of
field programs may be dependent on that
forecasting, but the value of the forecast
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determined by the care expended
planning stages for the field
ot i on phase of the experiment.
v and contingency planning make
i ble to achieve program obiectives

without asking the forecast team to do the
impossible, and can dramatically reduce
the impact of incorrect decisions based on
forecast input.

Field programs provide a research
scientist with an opportunity to experi-
& something which approximates oper-—
-ional forecasting, and perhaps the

e to interact with operational fore-—
[=Tak-4% Operational forecasters can us
chance to see for themselves how the
of meteorology relates to their

=i s become acguainted
~hnologlies. If one agrees that
ations dichotomy is
ence as a whole,

i help alleviate the
lack of communication which maintains the
research-operations gap.
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