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ABSTRACT

The decision-making literature contains considerable information about how humans approach tasks involving
uncertainty using heuristics. Although there is some reason to believe that weather forecasters are not identical in
all respects to the typical subjects used in judgment and decision-making studies, there also is evidence that weather
forecasters are not so different that the existing understanding of human cognition as it relates to making decisions
is entirely inapplicable to weather forecasters. Accordingly, some aspects of cognition and decision making are
reviewed and considered in terms of how they apply to human weather forecasters, including biases introduced by
heuristics. Considerable insight into human forecasting could be gained by applying available studies of the cognitive
psychology of decision making. What few studies exist that have used weather forecasters as subjects suggest that
further work might well be productive in terms of helping to guide the improvement of weather forecasts by
humans. It is concluded that a multidisciplinary approach, involving disciplines outside of meteorology, needs to
be developed and supported if there is to be a future role for humans in forecasting the weather.

1. Introduction
Weather forecasting as practiced by humans is an ex-

ample of having to make judgments in the presence of
uncertainty. For its human practitioners, forecasting the
weather becomes a task for which the details can be
uniquely personal, although most human forecasters
surely use approaches based on the science of meteo-
rology in common to deal with the challenges of the
task. In what follows, it is assumed that no instance of
the weather is ever exactly identical to another—the
weather, in detail, never repeats itself. This assumption
is likely to be unprovable, but in the absence of a coun-
terexample, it seems plausible.

Deterministic forecasts typically include no explicit
statement about the inevitable uncertainty (Lorenz 1963)
associated with them. They can take the form of binary
(yes/no) products that are valid within a certain area or
at a point, during some forecast valid time. Deterministic
forecasts also can be graphical, essentially specifying
forecast variables in space and time. Numerical models
generally produce fields of forecast variables on a spatial
grid at specific times. Postprocessing of model output
[e.g., model output statistics (MOS)] can be used to con-
vert deterministic model output to objective probabilistic
forecasts and to make forecasts for events that are not
explicitly described by the model variables.
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On the other hand, probabilistic forecasts account for
the inherent uncertainty associated with forecasts by for-
mulating the forecasts in terms of probabilities. This
can take the form of the probability of some discrete
event occurring within the space–time volume for which
the forecast is valid, or can involve the probability of
exceeding some threshold during the valid time of the
forecast.

For categorical, or dichotomous (binary or yes/no)
forecasts and events, the correspondence between the
forecasts and the events over some collection of fore-
casts takes the form of the well-known 2 3 2 contin-
gency table (Table 1). In the case where the forecasts
are polychotomous with M (.2) forecast classes, which
is generally the case for probabilistic forecasting,1 the
table becomes M 3 2 when the events are dichotomous
and M 3 K when the events are polychotomous, with
K (.2) event classes.

There are numerous sources for detailed explanations
of the methods of forecast validation in either categor-
ical or probabilistic terms (e.g., Panofsky and Brier
1958; Murphy and Winkler 1987; Wilks 1995; Joliffe
and Stephenson 2003). It is perhaps less well recognized
that the observations themselves are uncertain and so it
is also possible to express the observations in a prob-

1 Categorical forecasting can be thought of as a limiting case of
probabilistic forecasting, where the only forecast categories are 100%
(yes) or 0% (no).
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TABLE 1. Standard 2 3 2 contingency table for verifying
dichotomous forecasts with dichotomous events.

Forecast/
observed Yes No Sum

Yes
No
Sum

x
z
x 1 z

y
w
y 1 w

x 1 y
z 1 w
N

abilistic format (e.g., Wikle and Anderson 2003); this
topic is outside the scope of this essay, however.

Objective forecasting—either categorical or proba-
bilistic—is presently being studied extensively, and a
wide range of methodologies is being explored in re-
search and in operational forecast verification: numer-
ical weather prediction (NWP), MOS, ensemble meth-
ods, ‘‘perfect prog’’ schemes, expert systems (often
based on neural network programs), ‘‘fuzzy logic’’
schemes, and so on. Objective methods are generally
described as a guidance to human forecasters, although
it can be imagined that a plausible goal of objective
forecast method developers is to equal or even exceed
the accuracy levels of human forecasters. If such a goal
can be achieved over much of the range of human fore-
casting activities, the implications for the future of
weather forecasting by humans would be manifestly ev-
ident. Descriptions of many objective forecasting meth-
ods can be found in Wilks (1995).

The issue of how human forecasters use the information
at their disposal to make forecasts, however, has not
been studied comprehensively, and there is comparatively
little such work in the meteorological literature (for a
recent informal publication on the subject, see Hahn et al.
2002, also available online at http://www.wdtb.noaa.gov/
resources / projects / CTA / Final123102rev030108. doc ).
Therefore, the forecasting community has only limited in-
formation about how humans forecast the weather. Nev-
ertheless, there are extensive works dealing with the issue
of judgment under uncertainty (e.g., Kahneman et al. 1982;
Hammond 1996) in general, with a few studies relating
specifically to weather forecasting (e.g., Stewart et al.
1992, 1997). In these works, a distinction is drawn between
objective information, often derived by statistical meth-
ods,2 and heuristics. The latter is a general term for the
subjective methods used by humans for making judgments
in the presence of uncertainty. In considering what is cur-
rently known about heuristics from the decision-making
literature, it is possible to make some inferences about
how weather forecasting heuristics work. These inferences
form the substance of this essay, although the applicability
of results from judgment and decision-making studies in
general to the specific task of weather forecasting is not

2 It is worth noting that so-called objective methods usually involve
many subjective choices when they are actually implemented; the
notion of objectivity as used in this context is associated with the
property that objective methods always produce the same output for
any given input.

generally known. In a technological environment where
automation of many tasks formerly done by humans is
widespread, the issue of the extent to which forecasting
can be taken over by objective, automated systems is cur-
rently of considerable concern, especially to human fore-
casters.

2. Sources of weather forecast uncertainty

The sources of uncertainty in weather forecasting can
be divided into two distinct groupings. As in the ex-
ploration of ensemble forecasting (e.g., Buizza and
Palmer 1998; Buizza et al. 1999; Stensrud et al. 1999),
these can be referred to as initial condition uncertainty
and model uncertainty. For most forms of forecasting,
including both objective methods and those practiced
by humans, both of these sources of uncertainty are
present, although which source dominates can vary from
one meteorological situation to another.

a. Initial condition uncertainty

A weather forecast can be thought of as the combi-
nation of a diagnosis of ongoing processes with a prog-
nosis about the evolution of those processes. Doswell
(1986a) has described this in terms of the truncated
Taylor series approximation:

]F
F(t 1 dt) 5 F(t ) 1 dt, (1)o o )]t o

where F 5 F(X; t) is some state vector that is a function
of its position in space (denoted by the vector X) and
time t. Formally, this is comparable to the methods used
in NWP models, but is likely to be a poor character-
ization of the human, subjective weather forecasting
process. Metaphorically, however, it can still be appro-
priate in the context of human forecasting in the sense
that a forecaster begins with as accurate an understand-
ing of ongoing processes as possible (a diagnosis), and
then combines this knowledge with some method for
estimating the time evolution of the situation (prog-
nosis, as described in Doswell and Maddox 1986). Ini-
tial condition/diagnosis uncertainty is associated with
the first term on the rhs of (1). The limitations on our
observations mean that the state vector at the initial time
t 5 to is given by

˜F(X; t ) 5 F 1 F9,o (2)

where is the unknown true value and F9 is the ob-F̃
servational error.

Observations are uncertain because the instruments
used to obtain them are imperfect (instrument error),
and because their distribution in time and space is in-
adequate (sampling error). Sampling error is usually the
most important source of meteorological initial condi-
tion uncertainty, leading to an imperfect diagnosis—
ongoing physical processes that are inadequately re-
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FIG. 1. Schematic illustration of some actual process (bold solid
line) as measured by some forecast quantity as a function of time
(solid line). A series of observations (Ob1, Ob2, and Ob3) provide a
basis for linear extrapolation (dashed line) from the diagnosis time
(Ob3) to some forecast time F incurring some error at the forecast
time. Given some limit on what is considered acceptable, at some
point after the diagnosis time (Ob3) the forecast exceeds the threshold
of acceptability. That time is called the valid linear extrapolation
time in Doswell (1986a).

solved cannot be quantitatively accounted for in a di-
agnosis that contains sampling deficiencies. Although
qualitative observations of small-scale processes may,
at times, be possible with remote sensing systems like
radar and spacecraftborne multispectral imaging, these
remote sensing systems have a limited capability to de-
scribe those processes in terms of the standard meteo-
rological variables (i.e., those used in the governing
equations).3 Sampling error that produces uncertainty in
the initial conditions is also a major source of uncer-
tainty with numerical prediction models, naturally. In-
strument error imposes some additional uncertainty—
its importance is greatest when sampling error is small,
because sampling error generally dominates observa-
tional uncertainty in meteorology.

b. Model uncertainty

Model/prognosis uncertainty is associated with the
second term on the rhs of (1), by which the initial state
is extrapolated forward in time. Because our under-
standing of the atmosphere is imperfect, it is natural to
believe that even if we somehow had obtained perfect
observations of the initial state, our predicted evolution
of the initial state would fail to be perfect as a conse-
quence of an imperfect prognostic model. In any real
forecasting system, objective or subjective, the prog-
nosis (temporal extrapolation) of the model state by hu-
mans is dependent in a complex way on the initial con-
dition uncertainty. The diagnosis of ongoing meteoro-
logical processes is just as critical for human forecasters
as the accurate specification of the initial conditions is
for a numerical prediction model. An inappropriate sub-
jective forecasting model is a possible consequence of
a poor diagnosis, whereas in objective forecasting, the
model is typically fixed, in terms of some set of equa-
tions used for prognosis.

As discussed in Doswell (1986a), simple linear ex-
trapolation in time is a low-order forecast model—its
limitations with respect to a nonlinear atmosphere are
obvious, although for short projection times, linear ex-
trapolation forecasts might achieve some useful level of
accuracy. The time period during which linear extrap-
olation is acceptable depends on (a) the accuracy thresh-
old chosen, (b) the meteorological process being ex-
trapolated, and (c) the specific example under consid-
eration. Some processes, such as fronts, can persist and
move more or less uniformly for days. Other processes,
such as thunderstorms, evolve rapidly on time scales of
an order of 10 min or less. Moreover, each instance of

3 Humans are limited in their capacity to absorb data in a finite
time, so they are subject to a different sort of sampling error than
objective forecasting systems (like NWP); they too can only consider
a subset of the available data. However, humans also can use their
capacity for pattern recognition to incorporate nonquantitative ob-
servations (e.g., graphical images), whereas most objective diagnosis
systems are as yet unable to make direct use of patterns, per se.

a front or thunderstorm is never identical in all aspects
to any other such instance. Some fronts (or thunder-
storms) evolve more rapidly than others. Hence, the
period of valid linear extrapolation (Fig. 1) varies from
time to time, event to event, and case to case.

Nonlinear extrapolation can produce forecasts that ex-
ceed the chosen accuracy bounds more rapidly than fore-
casts based on simple linear extrapolation—a bad non-
linear model (perhaps poorly chosen by the forecaster
based on a difficult diagnosis) can be worse than linear
extrapolation, especially when the initial diagnosis is
wrong (Fig. 2). What is obviously desired is a good
nonlinear forecast model, such that any initial condition
uncertainty does not grow rapidly with extrapolation
time and allows a reasonably accurate prognosis. Such
models are, unfortunately, hard to come by.

c. Uncertainty about the use of information

Given modern observation and analysis technology,
human forecasters have compared the flood of new in-
formation in forecast offices to trying to drink from a
fire hose; the torrent of data and products derived from
the data threatens to overwhelm them. Stewart et al.
(1992) have shown that simply having more information
available does not necessarily result in forecast im-
provement. Forecasters have become concerned about
knowing what are the most pertinent and helpful prod-
ucts to examine and use, and just precisely how to use
those products when forecasting is subject to operational
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FIG. 2. Schematic illustration, using the same hypothetical process
as in Fig. 1, that a faulty diagnosis at the initial time often leads to
bad prognoses, with four possible extrapolations of varying quality
based on the initial diagnosis. FIG. 3. A graphical depiction of the contents of Table 1, using

presentation similar to a Taylor–Russell diagram, showing the con-
sequences of irreducible uncertainty associated with any forecasting
system.

forecasting deadlines. Education and training are critical
factors that have been less than successfully developed
in most operational forecasting (e.g., see Doswell et al.
1981; Doswell 1986b), but whenever there is no known
objective path to the optimal use of information, human
weather forecasters must rely on their experience and
intuition derived therefrom (see section 5a, below), that
is, heuristics.

d. The duality of error

The notion of the 2 3 2 contingency table represents
the correspondence between forecasts and observations,
but it carries within it some inherent uncertainty of its
own, regarding what Hammond (1996) refers to as ‘‘pol-
icy formation.’’ Perfect forecasting would produce only
correct dichotomous forecasts, and so all of the forecasts
would be on the principal diagonal of Table 1; the off-
diagonal cells would be empty. Consider Fig. 3, which
is similar to a so-called Taylor–Russell diagram (Ham-
mond 1996; Stewart 2000). The figure depicts the ver-
ification results for forecasts of ‘‘severe’’ events when
a threshold is used to convert forecaster-perceived prob-
ability (Murphy 1985) into a dichotomous (or categor-
ical) forecast of a severe weather event. The area of the
ellipse shown is a measure of the overall forecasting
accuracy of the forecasting system (which might be for
an individual forecaster or a group of forecasters). Un-
certainty increases the spread of the observed magni-
tudes for any given forecast probability—absolutely
perfect forecasts would mean only two forecast prob-
abilities, zero and unity. No severe events would occur
with zero forecast probability, while all of the observed
severe events would occur with a forecast probability

of unity. Because severe weather is generally a rare
event, the diagram implicitly is dominated by a large
number of points corresponding to correct forecasts of
nonsevere events, most of which are easy forecasts, as
discussed in Doswell et al. (1990). Note that the thresh-
old for defining a severe event (the horizontal line on
Fig. 3) can be rather arbitrary (Doswell 1985), whereas
the probability threshold for deciding to issue a cate-
gorical severe forecast (the vertical line on Fig. 3) is a
matter of policy. Knowledge of meteorology affects nei-
ther of these.

Uncertainty carries with it the inevitability of both
false positives and false negatives, depending on where
the thresholds fall. This relationship constitutes the du-
ality of error: at a given level of forecast accuracy for
the system, false negatives can only be reduced by in-
creasing the false positives, and vice versa. The concept
of the duality of error (Hammond 1996; Stewart 2000)
is directly related to signal detection theory (Mason
1982), which has been used in a recent article on tornado
warnings by Brooks (2004). To some extent, forecasters
might be able to improve their forecasting ability in
various ways, thereby reducing the size of their own
personal ellipse. However, there is some inherent limit
to the accuracy of any forecasting system, which could
be described as the ‘‘state of the science,’’ but is going
to be difficult to define because that ultimate predict-
ability is generally not known quantitatively.

As discussed in Hammond (1996), the aim of re-
search is to reduce the area of the ellipse; that is, in-
crease the accuracy of the forecasting system. However,
it is the role of a policy maker to determine the ratio of
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false negatives to false positives. That is, someone must
decide what is the optimum ratio of false negatives to
false positives, which defines where the threshold prob-
ability lies on Fig. 3. Generally in weather forecasting,
false negatives are seen as a less desirable outcome than
false positives (‘‘false alarms’’), because they are as-
sociated with the unfavorable notion of an unforecast
weather event, perhaps with casualties as a result. False
positives have their own costs that are not necessarily
trivial, but generally do not usually cause casualties.
This asymmetry in the perceived penalties for the two
types of forecast errors means that it is common for the
threshold to be pushed toward the left on Fig. 3. If a
forecaster receives no explicit guidance about how to
choose this threshold, then each forecaster must make
her/his own choice about how to make the decision
when issuing dichotomous forecasts in the face of ir-
reducible uncertainty. In addition to producing forecast
bias, this leads directly to inconsistent performance
among forecasters and forecast offices, which surely
decreases the accuracy of the collective forecasting ef-
fort.

3. Assessment of uncertainty by forecasters

For objective forecasting methods, such as MOS, it
can be relatively straightforward to develop probabilis-
tic forecasts. In weather forecasting by humans, how-
ever, the imperfect available data, including output from
various objective forecasting systems, are used by the
forecasters to make both a diagnosis and a prognosis.
Diagnosis uncertainty may not be formally incorporated
into any uncertainty statement regarding the forecast,
but this diagnosis uncertainty nevertheless plays an im-
portant role in the prognosis uncertainty (as suggested
by Fig. 2).

Humans obviously do not solve the equations of fluid
dynamics in their heads to make weather predictions.
Moreover, Kahneman and Tversky (1973) have shown
that people (including forecasters) do not generally ap-
ply the quantitative methods of statistical analysis to
make decisions, either. The nearly unlimited amounts
of quantitative information available to forecasters, in
principle, are usually impractical to use to make deci-
sions under the typical operational conditions of finite
time for forecast preparation. Human forecasters apply
heuristics to simplify the process of reaching a decision
in the face of all of this information complexity. Ex-
amples of such rules include (a) availability, which re-
fers to how readily information thought to be relevant
comes to hand (and mind); (b) representativeness, which
refers to how the situation under consideration is per-
ceived to fit some model of the situation; and (c) an-
choring and adjustment, which refers to the process by
which quantitative uncertainty assessments begin with
some anchoring value and are adjusted to account for
the available information.

Whereas accurate assessments can surely result from

the use of heuristics, it is also true that heuristics can,
at times, be a source of biases that degrade forecast
quality. From a purely formal, analytical viewpoint,
judgment under uncertainty using data in the form of
multiple fallible indicators can be based on Bayesian
probability theory. If the probability of event x is de-
noted by p(x), whereas the probability of event x, given
that some indicator y has been observed, is denoted by
p(x | y) and called a conditional probability, then Bayes’
theorem can be stated in the form

p(y | x)p(x)
p(x | y) 5 . (3)

p(y)

The simple probabilities are sometimes called prior
probabilities and the conditional probabilities are some-
times called posterior probabilities, indicating that they
are probabilities after some condition has been met. Sup-
pose that H represents some hypothesis about the data,
and D represents the existing data, while another, com-
peting hypothesis about the same data is denoted by H9.
If we substitute in (3) with y 5 H or H9 and x 5 D,
and then form the ratio

p(H | D) p(D | H ) p(H )
5 , (4)

p(H9 | D) p(D | H9) p(H9)

then this can be expressed more simply as

V 5 LV ,1 o (5)

where V1 is the posterior odds in favor of hypothesis
H over H9, whereas Vo is the prior odds, and L 5
p(D | H)/p(D | H9) is often referred to as a likelihood ra-
tio. When considering the observations, forecasters of-
ten must choose between two or more competing hy-
potheses and, according to Bayesian principles, should
do so in a way compatible with (4) or (5). I know of
no forecasters in operational forecasting who follow this
formal procedure, although it is conceivable that some
decision aid system might be developed to make such
an analysis for a forecaster.

In this argument, note that p(H | D) does not generally
equal p(D | H). This asymmetry creates biases in judg-
ment because much of the case study–based scientific
research about meteorological hypotheses presumes that
the event has, in fact, occurred (see Doswell et al. 2002
for a rare contrary example), and so provides quanti-
tative information about p(D | H). However, forecasters
usually deal with the opposite situation in operational
practice: p(H | D). Forecasters typically do not have de-
tailed prior and posterior probability information at
hand. Further, it is likely that a complete diagnosis car-
ried out according to Bayesian logical principals would
involve a series of applications of the theory. That is,
each hypothesis would comprise a series of subhypoth-
eses that would consider different aspects of the data
separately, because it is unlikely that a human would
be able to consider all aspects of the data (including
objective forecast guidance) at once. This adds consid-
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erable complexity to the analysis and virtually assures
the inability of human forecasters to apply objective
Bayesian logic to the operational process of making
diagnostic judgments.

As a simple example of this in forecasting practice,
when an upper-level potential vorticity anomaly moves
over a front, it is widely recognized that the probability
of low-level cyclogenesis increases. Most forecasters
would not be familiar with the quantitative (prior) prob-
ability of this, however. The development of that cy-
clone would, in turn, increase the probability of pole-
ward advection of moisture and the eastward movement
of high-lapse-rate air above the surface, possibly cre-
ating a convectively unstable environment that would
increase the probability of severe thunderstorms. Each
step would formally involve an application of Bayes’
theorem using whatever prior and posterior probability
information is available to the forecaster. As already
noted, I know of no human forecaster who follows such
a procedure, and this raises the possibility of biased
assessments of the probability of a forecast event. Nev-
ertheless, humans accomplish this task using heuristics
with some considerable success, in spite of not follow-
ing such a formal procedure (e.g., Murphy and Winkler
1977; Stewart 2000).

It has been demonstrated repeatedly that simple linear
models can simulate fairly accurately how experts will
make judgments using multiple fallible indicators (e.g.,
Fischhoff 1982a). These simple linear models actually
tend to outperform the experts tested in such studies
because the models make judgments in an entirely con-
sistent way. Human experts are not always consistent
in their judgment, typically to the detriment of their
performance. On the other hand, weather forecasting
experts seem consistently able to outperform objective
methods based on both linear and nonlinear models, but
human forecasts still have been shown in some cases
to be predictable by a simple linear model (e.g., Lusk
et al. 1990). These findings seem to suggest that addi-
tional studies aimed specifically at weather forecasters
are needed to resolve the extent to which humans are
able to outperform simple linear models, and the cir-
cumstances under which such models might equal or
outperform human forecasters.

It is a principle of probability that the more uncertain
the prediction, the more regressive the forecast should
be. By this is meant that the statistical notion of re-
gression toward the mean—when uncertainty about
some forecast situation is at its maximum, the best fore-
cast is climatology (the mean). Among other things, for
weather forecasts, it means that the useful range of fore-
cast departures from climatology should decrease with
increasing forecast projection time because forecast un-
certainty inevitably increases with projection time. At
the predictability limit (whatever projection time that
might be for a given forecast problem), the useful range
of forecasts becomes zero and the forecast should be-
come a constant given by climatology at all forecast

ranges beyond that point. Use of this principle in fore-
cast practice varies, and not accounting for it can result
in unnecessarily poor forecast verification.

It is my experience that most human forecasters in-
deed develop a personal set of rules (heuristics) for
accomplishing the tasks of diagnosis and forecasting
with the available information. The development of per-
sonal heuristics begins during the education and early
operational practice phases of a forecaster’s career and,
in some cases, proceeds indefinitely. Oskamp (1965) has
shown that confidence in an expert’s own judgment typ-
ically increases with experience virtually indefinitely.
As time goes on, practitioners of all sorts, including
weather forecasters, of course, are increasingly confi-
dent in their assessments and predictions. Unfortunately,
Oskamp (1965) also finds that the objective accuracy
of those judgments does not invariably and continuously
increase in step with that increased confidence. Rather,
accuracy tends to level off fairly early and remain at
some roughly constant level once its maximum has been
obtained. Further, Oskamp (1965) observes that confi-
dence in a judgment is not typically well related to the
objective accuracy of that judgment. This finding is par-
ticularly disturbing because it provides an empirical ba-
sis for my impression that many forecasters tend to resist
revision of their thinking at some point in their careers,
even in the face of continuing objective evidence that
their heuristic approaches are, in fact, in need of revi-
sion. This problem is well recognized in judgment and
decision-making studies, and various explanations have
been advanced. Lichtenstein et al. (1982) have said that
one partial remedy for overconfidence is for the fore-
caster to try to imagine ways in which one’s judgments
could be wrong. They also have asserted that it is typ-
ically challenging to assess how difficult or easy a par-
ticular forecast task might be; there is uncertainty about
how to assess uncertainty.

As noted already, weather forecasters have an ad-
mirable record of being able to do that very thing, to
assess uncertainty. When precipitation forecasting was
mandated in 1965 by the National Weather Service
(NWS) to be in probabilistic terms, subjective assess-
ment of precipitation probabilities came to be a routine
part of every NWS forecaster’s job. The encouraging
part of the results of making probability-based forecasts
every day is that human weather forecasters have dem-
onstrated a degree of reliability4 in the task that is con-
sidered remarkable to nonmeteorologists (e.g., Fisch-
hoff 1982b, p. 439). Most studies of probability as-
sessment in the judgment and decision-making literature
have not used weather forecasters as subjects, and the

4 By reliability is meant the degree to which the observed fre-
quencies of forecast events match the forecast probabilities. In a
diagram with forecast probabilities on one axis and observed relative
frequencies on the other (the so-called reliability diagram), the results
for human forecasters generally are found near the 458 line, corre-
sponding to perfect reliability.
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FIG. 4. The flat reliability curve associated with an overconfident
forecaster, where the dashed line represents perfectly reliable prob-
ability forecasts, such that the observed relative frequency always
equals the forecast probability. It can be seen that the observed fre-
quency is larger than it should be for low-probability forecasts and
is smaller than it should be for high-probability forecasts—a char-
acteristic of overconfidence.

results of those studies typically show reliabilities vastly
inferior to those of weather forecasters. Reasons for this
disparity are not clear.

Exhibiting reliability alone does not guarantee that
the forecasts are in fact accurate, even though accurate
forecasts would necessarily be reliable (see Stewart
2001). The correspondence between forecasts and ob-
servations involves much more than reliability (see
Murphy 1991b, 1993); nevertheless, calibration of fore-
casts to achieve reliability is an important first step to
accurate forecasts. Forecasters new to the task of making
probability assessments typically exhibit overconfi-
dence in their ability to forecast and tend to produce
subjective probabilities that are too high in the upper
range of forecast probabilities and too low in the lower
range. In terms of reliability, their verification results
tends to look like Fig. 4.

Overconfidence can be overcome to some extent
through the mechanism of feedback. In judgment and
decision-making literature (e.g., Lichtenstein et al.
1982) the issue of calibrating probability assessments
has been studied, again not typically with weather fore-
casters as subjects. In such studies, results seem to show
that subjects may or may not get some limited benefits
from feedback, but their reliability tends to remain mod-
est. On the other hand, Murphy and Winkler (1977,
1982) have shown examples where experienced weather
forecasters demonstrate considerable reliability even
when taking on new tasks for which they have had only

limited experience at expression in probabilistic terms.
Kay and Brooks (2000) or Vescio and Thompson (2001)
have provided more recent examples. It may be that
daily experience with decision making under uncertain-
ty makes operational weather forecasters particularly ad-
ept at estimating their uncertainty, at least as a group,
compared to other subjects of such studies.

Considerable variability of calibration is possible
among individual forecasters. Some weather forecasters
are better calibrated than others on a consistent basis,
but no formal research in this area has been done. Note
that calibration is an issue that has nothing to do with
meteorological knowledge. Rather, it can be seen as a
technical issue associated with translating meteorolog-
ical knowledge into probability assessments. It is pos-
sible to improve weather forecast accuracy through im-
proved calibration and, hence, achieve improved veri-
fication scores without adding any new meteorological
understanding. There is some doubt in the judgment and
decision-making literature that the degree of calibration
would be easy to measure in a meaningful way if the
goal is to compare individuals, however (Lichtenstein
et al. 1982).

If we consider the simple 2 3 2 contingency table
(Table 1), Lichtenstein et al. (1982) have suggested that
one problem with calibration and other aspects of fore-
cast judgment is that human forecasters might well be
ignoring one or more of the cells in even this simplest
of forecast contingency tables. Doswell et al. (1990)
have shown, for example, that in forecasting rare events,
forecast verification measures like the critical success
index (CSI; also known as the ‘‘threat score’’) fail to
account for the predominance of correct forecasts of
nonevents (element w in Table 1). The asymmetry in
the perceived penalty for false negatives versus false
positives (discussed at the end of section 2) results in
forecasts with a bias—systematic overforecasting of
weather events. This is particularly troublesome in the
process of producing hazardous weather forecasts, be-
cause hazardous weather forecasts and warnings have
been traditionally dichotomous. Given that the fore-
caster is forced to issue a binary product for most fore-
casts (with the exception of probability of precipitation),
it is impossible to express uncertainty in its most natural
way (see Sanders 1963; Murphy 1991a). One clear ben-
efit of probabilistic warnings is that it encourages fore-
casting with as little bias as possible (Murphy 1997, p.
35).

4. Consideration of biases associated with selected
heuristics

a. Availability

The notion of ‘‘availability’’ as used by cognitive
psychologists includes several notions that might not be
obvious from the name alone. If the general notion of
availability is concerned with the ease of bringing pre-
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vious similar instances and conceptual models to mind,
then a forecaster with a poor memory will have diffi-
culty in recalling instances that might be perceived to
offer value in making a judgment. Some forecasters find
it easy to recall instances with considerable accuracy,
others might recall pertinent examples, but their mem-
ory might be faulty, and, of course, some forecaster
might find it difficult to recall specifics confidently
enough to use them.

Within this context, a bias associated with egocentric
recollection can occur. That is, the problems with which
an individual forecaster is directly associated are likely
to take precedence over relevant information experi-
enced by someone else. Because the experience base of
shift forecasters is never exactly the same, the essen-
tially random association between weather events and
any individual forecaster will influence what informa-
tion that forecaster uses. If it did not happen on your
forecast shifts, whatever value that experience might
potentially have for the situation at hand, that event is
not likely to play as much of a role in your decision
making in comparison to someone who actually worked
the case.

Another topic tied to availability is the unique set of
task structures that individual forecasters use. I have
observed that forecasters usually develop a personal
‘‘forecast rote’’ and so the diagnostic tools and prog-
nostic models used routinely become a sort of filter
giving each forecaster a unique and selective window
on the available information. Because differences in the
task structures can be substantial and diverse, it seems
obvious that certain situations will give good results
with a particular set of task structures, whereas other
situations will yield poor results with that same task
structure. The task structures preferred by a particular
forecaster might change with time, or might be very
nearly constant over long periods. It is widely accepted
that our expectations shape our perceptions and influ-
ence our judgments, and those expectations are part of
the process by which an individual develops a forecast
rote. In principle, if all forecasters are well calibrated
and have roughly equal meteorological knowledge, they
would arrive at similar probability assessments in all
situations, irrespective of how they structure their tasks.
In reality, of course, such an ideal is not usually
achieved.

b. Representativeness

The representativeness heuristic includes a number of
topics that should be familiar to weather forecasters. If
a particular weather situation is viewed as representing
a class of similar situations, this might be referred to in
forecaster jargon as a ‘‘pattern recognition’’ approach
to forecasting. This topic is clearly connected to the
availability heuristic, because forecaster experience will
vary. However, another issue that can be grouped under
the ‘‘representativeness’’ heuristic is the notion of sam-

ple size. It has been learned that most subjects of judg-
ment and decision-making studies are unaware of the
impact of sample size on the probability that a small
sample is representative of the population as a whole
(Kahneman and Tversky 1972). Many subjects implic-
itly believe that a small sample is as likely to represent
the whole population as a large sample. Even when they
are warned about making this error beforehand, they
often ignore that warning when called upon to make a
judgment in a specific case.

When applying this heuristic to operational weather
forecasting at least two distinctly different topics are
suggested. For a given situation, the uncertainties as-
sociated with sampling errors can lead a forecaster to
consider the data to be suggesting that the situation be-
longs to one class of events when it actually belongs in
a different class. This would generally reflect diagnosis
error. When confronted with a similar dataset for a dif-
ferent situation, a forecast may or may not make the
same error.

However, another sort of error associated with the
representativeness heuristic would be to assume that the
behavior of a small sample of events belonging to a
certain class will be adequate to infer the behavior of
most such events. This would likely manifest itself as
a prognosis error, although it can also influence the di-
agnosis.

In weather forecasting, each day can be considered
unique and a day exactly like it in every aspect will
never be encountered again. Hence, it can be argued
that weather forecasters are trapped with trying to deal
with the smallest possible sample size—a sample of
one—every day. To some extent, of course, particular
days can share many characteristics with other, similar
days. This leads to the notion of pattern recognition in
weather forecasting. Cognitive psychology has only be-
gun to address the notion of pattern recognition (Ham-
mond 1996, 196–200), but it has long been a traditional
tool in human weather forecasting (see Johns and Dos-
well 1992; Moller 2001). Even if it is argued that pattern
recognition can be a powerful method for making
weather forecasts, there are many issues associated with
sample size tied to its application. If the sample of those
related cases is small, then the confidence with which
that experience can be applied to a particular new event
should be less than if many similar cases have been
observed. And, of course, because each day is different,
it could well be the case that many forecast days would
fail to fit within any of the forecaster’s collection of
patterns stored in memory. Mentioning memory should
remind us that a forecaster’s memory for details might
well be faulty, and an objective pattern comparison be-
tween the day in question and the archetype as recalled
by the forecaster might not be all that good. The number
of samples of a particular pattern that is needed is a
function of the variability within the archetype. In gen-
eral, statistical logic asserts that the greater the vari-
ability, the larger the sample needs to be. In using pat-
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tern recognition, it seems likely that many forecasters
may not be accounting properly for the sample size
problem in their judgments.

5. Modes of forecaster cognition

a. Analysis versus intuition

In the judgment and decision-making literature (e.g.,
Hammond 1996) it is recognized that there are two dis-
tinct ways to make judgments under uncertainty: 1)
analysis, which is defined as a stepwise, conscious, log-
ically defensible argument, and 2) intuition, which is
defined as a process that is the opposite of analysis.
Hammond (1996, chapter 3) has made a strong argument
that humans use both thought processes to solve prob-
lems, and so human forecaster cognition might be seen
as forming a continuum between these apparent polar
opposites. Hammond also suggests that human cogni-
tion can oscillate between analysis and intuition. Some
tasks might be predominantly done analytically, whereas
others might be done primarily in an intuitive mode,
and still others would require both in roughly equal
proportion. When human weather forecasting is consid-
ered in this light, it is apparent that forecast judgments
typically involve both analytical and intuitive elements
[described in Doswell (1986b) as left-brain versus right-
brain thinking], and individual forecasters may vary as
to where they fall on the continuum between the polar
extremes of purely analytical versus purely intuitive.
Moreover, some weather situations might be more ame-
nable to analysis than others.

Weather forecasting has proceeded along a path that
began with entirely intuitive cognition (see Nebecker
1995, chapter 4). The first forecasters had no scientific
basis for what they were attempting to do and proceeded
entirely on the basis of their intuition, which would be
highly dependent on their personal experience. Even
today, it is not necessary to be an educated and trained
meteorologist to be a forecaster; farmers, pilots, and
other people whose livelihood depends on the weather
often use intuitive forecasting methods without any an-
alytical knowledge whatsoever. The accuracy of their
forecasts is essentially undocumented, of course. With
the development of the science of meteorology and its
use of mathematical, physical, and statistical logic, the
possibility of analytical approaches was introduced.
Generally speaking, it is accepted in judgment and de-
cision-making literature that analysis replaces intuition
wherever possible (Hammond 1996, chapter 3). Nebeker
(1995, p. 40) describes this as a drive to replace ‘‘art’’
with ‘‘science.’’ Thus, the ascendancy of NWP and ob-
jective forecasting methodologies seem to be inevitably
replacing human intuitive judgment. Of course, the con-
tinuing incompleteness of meteorological theory leaves
room for human intuition (see the preface of Petterssen
1956; Schwerdtfeger 1981), but the path to the future
might be interpreted to suggest the inevitable dominance

of analysis over intuition. This certainly is the vision
described by Nebeker (1995, chapter 11) that pervaded
the early history of NWP and apparently persists widely
today.

However, Lorenz’s (1963) insights regarding nonlin-
ear dynamics and chaos also make it clear that, barring
some presently unforeseen breakthrough, the weather is
going to remain resistant to becoming deterministically
predictable, even as NWP models and observational
technology continue to improve. This suggests to me
that it remains to be seen to what extent human intuition
ultimately can be replaced by analysis. Can human fore-
casters provide useful predictability beyond the limits
imposed by nonlinear dynamics? This is an interesting
issue that invites further study.

Judgment and decision-making studies (Hammond
1996, chapter 3) have shown that analytic reasoning
tends to produce highly accurate results, but occasion-
ally produces very large errors because the analytic
model is being applied outside of the range of conditions
for which it is suited. On the other hand, intuitive rea-
soning produces results that may have small average
error but are more widely dispersed. This is illustrated
schematically in Fig. 5.

Well-tuned objective forecasting methods, like MOS,
produce results that look much more like Fig. 5b than
Fig. 5a (see Brooks and Doswell 1996), but under some
circumstances analysis can fail to give any answer at
all, because the conditions under which it would ap-
propriately be applied are obviously not satisfied at all.
Occasionally, the systems supporting the objective
methods (notably, computers and broadband commu-
nications links) fail. Intuition is robust in that it always
can provide an answer under virtually any circumstanc-
es, although that answer might not be a particularly
accurate one and its consistency may at times be poor.
Working with weather data is how forecasters derive
their intuition, and it is doubtful that anyone is literally
born with ‘‘instincts’’ about meteorology. Instead, hu-
man weather forecasters accumulate experience by
working with what are called multiple fallible indicators
(or ‘‘cues’’ based on the data). Because every fore-
caster’s experiences are different, it is not surprising that
different forecasters can arrive at divergent judgments
when using the same data (e.g., Uccellini et al. 1992),
whereas objective methods always produce the same
results when given identical data. If dependence on ob-
jective methods discourages forecasters from working
with meteorological data, then they likely will not de-
velop the proper ‘‘intuition’’ about atmospheric struc-
ture and behavior (see Doswell and Maddox 1996).

b. Coherence versus correspondence thinking

Hammond (1996, chapter 4) also refers to a dichot-
omy in the approaches to making judgments and de-
cisions: the distinction between abstract knowledge (co-
herence) and knowledge gained from empirical data
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FIG. 5. Schematic illustration of the error distributions for (left) intuitive and (right) analytic cognition (after Stewart 2001).

analysis (correspondence). Unlike the continuum that
humans develop between the polar opposites of analysis
and intuition, coherence and correspondence approaches
remain dichotomous, according to Hammond. Corre-
spondence approaches are concerned with the empiri-
cally determined accuracy of the predictions made,
whereas coherence approaches are concerned with the
logical consistency of the judgments made. Note that
logical consistency is no guarantee of empirical accu-
racy. Hammond (1996) sees no middle ground between
such viewpoints, although he argues that both can be
of use in making judgments under uncertainty.

Meteorological theory clearly represents abstract
knowledge, but such theory is not always in the form
of mathematical models. A conceptual model, such as
the Norwegian Cyclone Model (NCM), is a nonmath-
ematical form of abstraction—a so-called mental model
(see Rouse and Morris 1986). It is a prototypical ex-
ample of a conceptual model in meteorology. In the
particular case of the NCM, the reasoning follows from
the particular to the general, or so-called inductive rea-
soning. Many cases were analyzed and then a gener-
alized conceptual model was constructed. The NCM in-
cludes not only the fronts and general pattern of isobars,
but also the distribution of weather in a cyclone-relative
framework.

When applied in practice, the NCM continues to be
a strong influence on subjective weather forecasts, de-
spite its recognized deficiencies (e.g., Mass 1991). Of
course, the experience of most forecasters in using this
model to forecast the weather is that even though the
conceptual evolution of a cyclone may indeed resemble,
more or less closely, the actual evolution of fronts and

isobars, the distribution of the sensible weather (e.g.,
clouds and precipitation) can be very different from that
associated with the NCM. A forecast based entirely on
such a model is coherent (in that it is internally con-
sistent), but it may not correspond well to the obser-
vations. That is, when the conceptual model is used
deductively to argue from the general to the particular,
its accuracy can be limited, indeed. Nevertheless, fore-
casters continue to apply the NCM despite repeated fail-
ures in using it in the past. The tendency to prefer co-
herence to correspondence is common. People are loath
to abandon their abstract understanding even in the face
of repeated empirical failures when applying that un-
derstanding. This can lead forecasters to interpret data
contradictory to their mental models as being supportive
of those models through elaborate rationalizations, rath-
er than acknowledging that the data are simply incon-
sistent with their model (Hammond 1996, chapter 3)
and then seeking a revised model.

This issue is of considerable interest in judgment and
decision making, and it indeed is of considerable im-
portance in weather forecasting. Even research scientists
of all sorts, including meteorologists, are vulnerable to
preferring coherence to correspondence. A coherent
conceptual model can persist for many years in spite of
its poor performance in terms of making accurate weath-
er forecasts (see Evans and Doswell 2001). Most me-
teorologists will find it easy to think of their own ex-
amples of this problem.

6. Discussion
The preceding suggests that a potentially fruitful col-

laboration could develop between weather forecasters
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and those who study cognition as well as judgment and
decision making. Forecasters continue to be able to im-
prove on the guidance forecasts they receive from var-
ious objective forecasting systems. It stands to reason
that learning more about how human forecasters achieve
this, perhaps with special attention paid to cognitive
styles between those forecasters who consistently per-
form best and those who perform poorly, might result
in an improved human forecast product overall. There
is some evidence that weather forecasters have some
characteristics that make them quite different from the
typical subjects chosen for judgment and decision-mak-
ing studies (e.g., Lichtenstein et al. 1982; Stewart et al.
1997). There also is evidence that weather forecasters
may not be so different from the usual subjects of such
research (Hammond 1996, p. 283; Stewart et al. 1992).
Resolution of the somewhat contradictory results from
the existing limited studies using human weather fore-
casters as subjects is necessary to determine the extent
to which the existing understanding within the field of
judgment and decision making can be applied to human
weather forecasting.

It should be clear that no one is going to be able to
apply certain analytical modes of cognition without ed-
ucation and training. For example, the principles of
Bayesian logic are central to the tasks undertaken by
forecasting, even if they are not formally applied in
practice. Simply having a reasonable level of under-
standing of Bayesian principles would almost surely be
of assistance in making probability assessments, even
though a formal quantitative application of them might
be impractical. Comparable statements could be made
regarding topics such as quasigeostrophic theory. Stud-
ies cited by Hammond (1996) have shown that education
and training can indeed be useful in making analytical
reasoning and coherence-based judgments. These works
have shown that naı̈ve subjects without such education
and training do considerably worse at probability as-
sessment than those who do have the requisite under-
standing. Coherence-based cognition is not possible
without the requisite education and training (see Roeb-
ber and Bosart 1996).

To date, the process of weather forecasting by humans
has not been subjected to a thorough and comprehensive
study, perhaps because it is widely believed that weather
forecasting by humans will eventually disappear in favor
of wholly objective processes. The early history of NWP
created the dream of a purely objective forecast pro-
cedure, with human subjectivity removed. The gap in
verification between humans and objective methods has
been decreasing, especially as seen by the developers
of objective guidance forecasts (e.g., Charba and Klein
1980). If that trend continues, it is inevitable that sub-
jective forecasting will eventually be overtaken and ren-
dered obsolete by objective methods. However, we do
not know what systematic differences in cognitive styles
might exist between forecasters who consistently per-
form well and those whose performance is from me-

diocre to poor. We do not know how best to combine
analytical methods and products with human intuitive
approaches to produce the most accurate human-pro-
duced forecasts. Thus, we do not know how to go about
raising the overall performance level of human forecasts
in comparison to objective methods, nor does there seem
to be any evidence for a commitment to learn about
such things.

If the operative assumption is that analysis will drive
out intuition entirely, then the absence of research aimed
specifically at human weather forecasting is a moot
point. If, on the other hand, there is a commitment to
having humans involved in weather forecasting into the
indefinite future, the general dearth of such studies is
inconsistent with any envisioned future role for human
weather forecasters. For the management of forecasting
organizations to be demonstrably committed to a future
for humans in the process, the dedication of resources
to this critically important task is essential. A consistent
collaboration between meteorologists, cognitive psy-
chologists, and others involved in judgment and deci-
sion-making research will be necessary if the goal of
improving human weather forecasting is to be achieved.
Such interdisciplinary work is often underfunded and,
consequently, usually has more lip service than results.
The failure to commit significant resources to this col-
laboration is tantamount to conceding the forecasting
role to purely objective methods in the near future; then,
the only issue is when it will happen, not if it will
happen.
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